4
“ eCognition

—

DEFINIENS

ggggggg



05.07.2004



v .el:ugnmurl

Copyright © 2000-2004 Definiens Imaging. All rights reserved. Made in Germany.

The information contained in this document is the exclusive property of Definiens
Imaging. This work is protected under German copyright law and the copyright
laws of the given countries of origin and applicable international laws, treaties
and/or conventions. No part of this work may be reproduced in any form or by any
means, electronic or mechanical, including photocopying or recording, or by any
information storage or retrieval system, except as expressely permitted in writing to
Definiens Imaging. All requests should be sent to the address written below.

The information contained in this document is subject to change without notice
and should not be construed as a commitment by Definiens Imaging. Definiens
Imaging assumes no responsibility for any errors that may appear in this document.

The software described in this document is furnished under a license and may only
be used in accordance with the terms of such license.

eCognition is a protected software title.

The absence of a product or service name or logo belonging to Definiens Imaging
anywhere in the text of this site does not constitute a waiver of Definiens Imaging’s
trademark or other intellectual property rights concerning that name or logo. All
other products and brand names are trademarks and/or registered trademarks of
their respective owners.

Authors

Martin Baatz, Ursula Benz, Seyed Dehghani, Markus Heynen, Astrid Héltje, Peter
Hofmann, Iris Lingenfelder, Matthias Mimler, Malte Sohlbach, Michaela Weber,
Gregor Willhauck

Contact

Definiens Imaging GmbH
Trappentreustrasse 1
80339 Miinchen
Germany

Tel. +49-89-231180-0

Fax +49-89-231180-90

eMail: ecognition@definiens-imaging.com

Homepage: www.definiens-imaging.com L.
DEFiNi

3
a
@
s
@



TABLE OF CONTENTS

Tableof contents....................o 4
1 Introduction ... 12
How to use thisuserguide. ... 13
Background ...... ... 14
Gaps between the new generation of remote sensing systems andGIS ............ 14
€Cognition OVEPVIBW. .. ... ..ot 15
SegMENtation . ... e 16
Classification . ....... ... e 17
Features for classification................. .o i i 17
Information about image objects and classification ......................... ... ... 18
Multi source data fusion. ... e 18
VECtOrIiZatioN . . ...t e i 19
EXport of resuUlts. ... ..o e 19
What'’s new in eCognition Professional 4.0.............................. 21
Large Data Handling (LDH) Version . ...........c..uuuuiiiirinrnennenereneenenes 21
NoDataValues .............oiiiiiiiiii i i i i i i 21
Save subsets Upon IMPOrt . .. ... ... e 21
Improved manual editing of OBJECES. .. ... e 22
Object Table. ... e 22
Options didalog . .. ..c.vvi i i e 22
Further improvements and changes. . ........ ...t 23
2 Installing eCognition ... 24
Installing eCognition with a hardlock...............................o L. 25
Installing eCognition with alocal hardlock. ..., 25
Installing eCognition with a server hardlock . ............... ..., 26
The Hardlock Utility Software..................oo i 28
Initialize Hardlock Server module with alf file....................... ..o il 28
Export license information. ... 28
UPdate LICENSE . . . . e e 30
Server Hardlock, Update from clipboard .............. ..., 32

Server Hardlock, Update by File......... ... e 32



DAgNOSEIX. & . e 34
ABOUL . ..ottt 34
The Aladdin DiagnostiX Tool .............ccoooiii i 35
Checking for a Hardlock Module. . ......... ... i i 35
Creating PEPOPES . . ..ottt e 36
Setting environment variables ........... .. i 36
Environment Variables .......... ... 37
Hardlock and License Troubleshooting ........................cooooiaa. 40
COMIMON BPFOPS. ..ottt i i it i i i i i i 41
3TakethePlunge..................... . 43
Getting a first glimpse of eCognition ......................cooiiiiiiiie 43
Creating a new project and loading the rasterdata...................cooviinnn. 44
Changing the color composition of the displayed image ........................... 45
Creating image 0bjectS . . . ... ..ottt e 46
Obtaining information about image objects. .............ooiiiiiiiiiiiiiiiiiiin 48
Loading aclass hierarchy. ... e 49
Declaring sample 0bjecES . . .. ...t e 51
Having a look at the descriptions of childclasses................ccooiviiiinn, 54
Classifying the image using class-related features...................ccoviiiinnn. 57
SUMMANY. . .ottt ettt e e e et e 58
4 Concepts & Methods ..., 59
A. The approach and basic concepts ...................cocooiiiiinann. 60
What is object oriented image analysis? ............ ...t 60
Basic aspects in image interpretation ............c.c.eiiiiiiiiiiiii i 62
SegMENtation .. ... e 65
Classification - classifiers and methods ..................... ... 68
Fuzzy classification Systems .. ....... ..ot 69
B. How is object oriented image analysis realized in eCognition?...... 74
Multiresolution segmentation of image objects.................ccoiiiiiiiiiinn 76
Handling of vector information . ............. .. s 89
Fuzzy classification in @Cognition .. ...........euutiiiiiiiiiiiiiiiiiinens 94
The classification Process . ........ ...ttt e, 104
Feature oVerview .......... ...t i i e 1086
Features and terms for the fuzzy class description ............................. 110

Classification-based segmentation and correction of image objects .............. 148



Multisource data fusion .. ............ . 152

Classification evaluation in eCognition ...t 155
Aspects of human perception. ...ttt i 163
References. ... .. ..o i e 166
S Functional Guide.....................coooo 169
How to use eCognition.............oooiiiiiiiiiiiiiii i 169
OVEPVIBWW. . e 170
eCognition workflow ........... ... 170
Importing and Exporting..............coooiiii 172
Creating new eCognition Projects ............uiiiiiiiiiiiin i nnneen.. 172
Importing image [ayers . . ... e 173
Adding additional layers to a running eCognition project ........................ 178
Assigning layer ali@ases ... ........oiiiiiiiii i i i i i e 179
Defining no data values. . ...ttt 179
Loading and saving eCognition Projects . ... ........c.c.uuueuurnrnurnennnnnnnnnnns 181
Importing and exporting eCognition files ............. ... i, 181
Export object shapes. ... s 185
Navigation and Visualization................... ... 189
Navigating withinthe scene .......... ... i e 189
Navigating within the image object hierarchy. ................ ... .. ... .. ... 190
Navigating within the groups hierarchy .............ccoiiiiiiiiiiiiiiiiiiiies 191
ViBW SEEEINGS . . . .ottt ettt i i 192
Edit highlight color. ... e s 197
Multiwindow functionality. . ... e 197
Image Object Generation |: Multiresolution Segmentation ........... 198
Multiresolution segmentation. . ...........oiiiiiii ittt 198
Layer Weights . . ... ... s 199
Level. . e s 200
ScCale PAramMELEr. . ...ttt e 201
Composition of the homogeneity criterion. ............. ..o 201
Type of neighborhood ............. . e 202
Use obsolete (V2.1]) segmentation ............c.c.uuuuuenennrnenernrnnnnnnnnnnns 203
Deleting segmented levels . ............ ..o 203
How to produce image objects suited to your classification purpose ............. 203
Influence of bit depth of rasterdata. ... 204

Working with image layers of different radiometric resolution................... 204



Constructing an image object hierarchy with more thanone level................ 204

Classifying differently scaled objects. . ................ i, 205
Using different data for segmentation and classification ........................ 206
Generating sub-objects for line analysis. ................ccooiiiiiiiii i 207
Classification based multiresolution segmentation.......................c.o... 207
Scale parameter analysis. ...ttt e 207
Working with Polygons ... 211
Creating POlYgONS. . . ..ottt e 211
Displaying polygons . . ... e 212
Working with polygon and skeleton features ....................cooiiiiinn, 213
Displaying skeleton. .. ...ttt i e 214
Deleting PolYgoNS . . ... .u et e 214
Information on Image Objects and Features ........................... 215
Information on single image objects .. ..........c.uiuiiiiiiiiiiiiiiiiiiiees 215
Features ...... ... i e 217
Classification .. ...... ... i s 217
Class evaluation ........ ..ot i it it 218
Analyzing and comparing image object attributes .................... ... ... ... 218
Feature VIeW. . ... ..o e 218
2D feature SPace Plot .. ........oiii e 220
Sample editor . ... s 220
Classification Introduction ... 222
Introduction ... ... e 222
INSErting @ NEBW ClasS. . . ...ttt 224
General class Settings. . . ...t e 225
Editing the class description. ...ttt 226
INSErting @n EXPrESSION. . . ...ttt ettt 226
Moving expressions and editing the hierarchy of logical operations .............. 227
INVErting EXPresSSiONS ... ...ttt ittt it e 228
Editing an expression. ... ... e 228
Deleting @an eXPreSSiON . ... ...t e 228
Deleting @ Class .........uuuuuuiiiiiiiiiiiii i e 228
Deleting aclass hierarchy ............ .o i 229
Classification BasiCs...............cooiiiiiii i 230
Nearest neighbor . . ... it s 230
Inserting nearest neighbor or standard nearest neighbor ....................... 231
Defining the feature space. .......... ..ottt e i 231
Inserting sample objects manually. . .............co i 232

Inserting sample objects automatically using the TTAmask ..................... 234



Storing samplesasa TTAMask. ... i 236

Deleting sample objects .. ... e 238
Fuzzyrule base ........ ..o i i s 238
Membership function type. ... e 239
ValUB PANGE . .. oottt et e e e 241
Maximum and minimMumM Values. . .......uuuiiiiiiiiiiiiiiiiiieiinnnnns 241
Generating membership functions automatically. . ....................ciaa, 242
[0 T=T = o = 242
Hierarchy of logical 0perators. . ...........cuiiiiiii it 244
Features and eXpressions . ............uiiiiiiiiiiiiiiiiiiiiiiii e 244
Object features . ... ..o s 244
Class-related features. .............c.oiiiiiiii i it i i 245
Feature distanCe. . .........oiuuiii i it i i s 246
Object oriented texture analysis. ...t 247
Think ahead when using class-related features ..............................o0. 247
SIMIlArIEIES . . oo e 248
The classification ProCESS . ... ...ttt ittt 249
Classification without class-related features ..., 249
How to handle class-related features . ............coouiiiiiiiiiiinenennnnnnns 250
Simple classification with class-related features. ........................00uue, 251
Deleting classification results. . ........ ... s 252
Classification Advanced ...t 253
Theclass hierarChy . ... i e et it 253
INNERILANCE . . . e e s 253
L 10T 0T L= 255
The interrelations between inheritance and groups .. ... 255
Editing the hierarchical structure ............. ...t i 257
Multiple inheritance, multiple membership ............ ..., 257
Basic strategies for creating class hierarchies ..................... ... .. ... 258
Overview: how to acquire information .................o i, 259
Assessing the qualityof anewsample. ... 260
Finding the features that best separate theclasses ............................ 261
2D feature Space Plot . ... ... s 265
Getting the spectral histogram of animage layer..................cooiiiiinn.. 265
Fast nearest neighbor classification by manual training: click and classify ........ 265
Using fuzzy rules to formulate classification concepts .......................... 267
Differentiating classes using contextual information (class-related features).. .... 267
Using class-related features with nearest neighbor....................ccovue. 269
Creating customized features. ..............co ittt i 272
Arithmetic features ...t i e i e 273
Relational features ........... ... s 274

Comparison of arithmetic and relational features. ......................ooeae. 275



Image object information dialog..............o i 276

Object table ... ... i e e e e e 277
ClassifiCation . . ...t e e e 277
Class evaluation . ..........ooiiiiiii i e 278

Image Object Generation I

Classification-based Segmentation/Refinement....................... 281
Definition of Structure groups ...t e 281
18 T T=T e o =T =T 1T T 282
Classification-based fusion of image objects......................ooiiiiaas, 283
Classification-based multi-resolution segmentation ............................. 287
Classification-based objeCt CUL . . . ... ...ttt it et e 289

Accuracy Assessment and Statistics. ... 291
The Accuracy Assessment dialogbox...................ooiiiiiiiiii i, 291
Best classificationresult .............. ..o 293
Error matrixbased on TTAmask ...........ooi it 294
Image layer histograms . ...........c.ceuiiiiiiiiiiiiiiiiiiiiiiiinenas 298

Automation of Operations. ............oovuiiiiiiieiiiii i 299
The protocol tool bar. .. ... e e 299
Recording protocols. . . ... e 299
Executing protocols . . ...t e 300
Editing protocols. . ... e 301

Manual Editing of Image Objects ..., 302
Selecting objects to fuse orclassify ... 302
Manual object fusSIoN . . ... e 302
Manual classification. . ... e 303
Manual 0bJeCt CUL. . . ... ... i et 305

6 UseriInterface....................oi 307

[ 10 F= T = 307
List of eCognition dialogs:. . . . ...ttt 307

VIBNU .. 312

Dialogs . ..o 319
2D Feature Space Plot . ....... ..ot e 319
ACCUraCY ASSESSMENE. . ..o vttt sttt i ettt et a it a s 320
Apply Standard Nearest Neighborto Classes ...............cooiiiiiiiinninn.. 322

Apply TTAMaSK toOLeVEL ... ..o i e e e e e e 322



AULO CUE Parameters . . .......oiitiitiii ittt aaaaaanaennn 323

Class DesCription . .. ....o it 324
Class Hierarchy. . ....... ..ot e e i e 325
Classification-based Segmentation ..............coiiiiiiiii it 327
Classification Settings. . . . .....oot it e e 328
C0lOrS o 329
Conversion Table. ........ ... i e 329
Create Customized Feature ............ .ottt 330
Create POIYgONS . .. ..ot e 332
Create ProjeCt. . ...ttt i i e e et 332
Create TTA Mask fromLevel............ .ot i 334
CUSEOMIZE .\ttt i i e e 334
Define Brightness. . .. ...ttt e 336
Delete Classification .............c..uiiiiiiiiiiiiiiiiiiiiiiiiiiiiiinnanas 337
Delete LeVel ... ...t 338
Delete Samples of Selected Classes . . ........uuuururiiiiiiinnnnnns 338
eCognition Hardlock Utility ... e i 339
Edit Standard Nearest Neighbor Feature Space.....................coiiinaae. 340
Edit Highlight Colors . ... e 341
Edit Layer MiiXing .. ... .ooiii s 341
Edit Minimum MembershipValue ................. i, 343
Export Classification . ............ i e 343
Edit Parametrized Feature. ............... it 344
Export Image Objects . ...ttt e 345
Export Image Object Shapes . ..........oiiuiiiiiiii it it 346
Export Scale Parameter Analysis. ... ... ..ot 347
Feature Space Optimization. .. ..........uuuuunerineeernrennnnnnnnnns 347
Feature StatistiCs. . ... ...t 350
Feature VieW . . .....o i i e 351
Help Keyboard. . ... ... e i i 352
Image Layer Histograms . ..........c..uuuunnnenenenerernnnnnnnnnnns 352
Image Object Information. ... 353
INPUE IMIOdE. . .. e 354
INSErt EXPreSSION . . ...ttt e s 355
Layer Properties. . . ...t 355
Membership Function ........ ... i e 356
Membership FUNCtion Parameters . .. .............eeeuerrnrnernrneennnnnnnns 358
Message Console . . ... s 358
Multiresolution Segmentation. .. ...........uuuuiiirrrerrrrennnnns 359
Object Table (not available in the LDH version) ................ ..o, 360
[ 1T o 361
Pan WiINdow. . . ... s 362

|0 [=To3 A [ { o 362



Protocol Editor . ... ... e 362

Sample Editor ... e 363
Sample Navigation .. ..... ... e i i e 365
Sample Selection Information................ 365
Scale Parameter Analysis ... ........ouiiiiii i e 367
Select Layer. ... ..o s 369
Select Level . ... ... e 369
Select Displayed Features .............oiiiiiiiiiiii ittt 369
Select Features for Statistic. ..ot i i e 370
Select IDColumn ... ... o e 370
Select Operator for EXpression . ........ ...ttt 371
Select Single Feature ........... ...ttt i i e 372
Set Nearest Neighbor Function Slope ... 372
StatiStiCS . ... s 373
Subset Selection. . ....... ..ot e 374
System INfo ... ..o 375
User Information. . ... i e 375
VB SEEEINGS. « . v vttt ittt i s 375
7 Guided TOUPS. ... 378

Tour 1: Landsat TM subset of Orange County

(California, USA) ..o e 379
Tour 2: Analysis of the degree of urban impervious surface......... 402
Tour 3: High Resolution Aerial Scan ...t 432

Tour 4: Radar image of a tropical rain forest
in Kalimantan (Indonesia) ... 460

Tour 5: Aerial Photo and Lidar Surface Model
of Odense [Denmark] ... 470



1 INTRODUCTION

Welcome to eCognition’s fascinating world of
object oriented image analysis!

eCognition follows an object oriented approach towards image analysis. It provides
you with a whole bundle of innovative features and techniques for automated image
analysis. You will be surprised by the multitude of additional information that can be
extracted from image data after segmenting it into image objects and by the possibili-
ties to handle even textured or low contrast data, such as very high resolution (VHR),
airborne, or radar data.

The concept behind eCognition is that important semantic information necessary to
interpret an image is not represented in single pixels, but in meaningful image objects
and their mutual relationships. The basic difference, especially when compared to
pixel-based procedures, is that eCognition does not classify single pixels, but rather
image objects which are extracted in a previous image segmentation step.

To turn this into action, eCognition offers a whole set of tools: Using a patented seg-
mentation algorithm, eCognition allows homogeneous image object extraction in any
desired resolution. This entails the simultaneous representation of image information
on different scales. The segmentation procedure detects local contrasts and was espe-
cially developed to work even on highly textured data, such as VHR or radar imagery.
Based on image objects, the problem of multisource data fusion is tackled by enabling
parallel evaluation of image information of arbitrary source. eCognition features a set
of interfaces which make information about image objects, features and classification
transparent and accessible. The classification process is based on fuzzy logic, to allow
the integration of a broad spectrum of different object features such as spectral values,
shape, or texture for classification. Utilizing not only image object attributes, but also
the relationship between networked image objects, results in sophisticated classification
incorporating local context.

Combining all these features allows you to address image analysis tasks that have not
been accessible until now. This powerful and universal method for object oriented
image analysis significantly extends the range of image analysis applications and turns
remote sensing data into more accurately classified geographic information for various
purposes.



How to use this user guide

We recommend that you start with the chapter “Take the Plunge”. It guides you
through an entire example exercise. You do not need any previous knowledge of eCog-
nition for this chapter. The purpose is to go through an example step by step to get a
first impression of how to work with eCognition, its look and feel.

Find out about the different functionalities of eCognition and its characteristics in a
brief eCognition overview on the following pages.

Following that, we recommend that you work through the “Guided Tours” for an
introduction to the handling of the software by means of different examples and case
studies. Take the time to work through these guided tours carefully. They cover practi-
cally all important features of the software and different approaches to image analysis
problems. Have in mind, however, that the multitude of applications possible with
eCognition cannot all be covered by the guided tours!

Have a look at the “Concepts & Methods” parallel to the “Guided Tours” to learn
about the background and procedures used in eCognition. You will find themes on
“what is object-oriented image analysis?” multiresolution segmentation, fuzzy classi-
fication, and a systematic overview of all features used for the classification of image
objects. In addition, theoretical concepts are described.

The chapter “Functional Guide” shows you in detail how to use eCognition, in all
its different functionalities. Important steps for an image analysis are described, e.g.,
importing and exporting raster data, multiresolution segmentation, classification, and
important strategies for the use of eCognition.

Use the chapter “User Interface” in parallel to both the “Functional Guide” and the
“Concepts & Methods” chapters. It provides a description of eCognition’s tool bar,
menus and dialogs. Similar information is given in the tool tips in the software.

You can find some basic rules for the handling of eCognition as well as helpful advice
or solutions to problems you might be confronted with under “Strategies & FAQs.”

The chapter “Index” is a table of contents comprised of the structure of this user guide,
its main chapters and headings.

You can find important eCognition related terms and key words in alphabetical order
with a short explanation and hyperlinks to a more detailed description in the chapter
“Glossary.” Links placed throughout the user guide make it easier to navigate within

and between chapters and serve as a dictionary of crucial features, or simply to refresh

your memory.



Background

Gaps between the new generation of remote sensing systems and GIS

For years, many efforts have been made to develop automated procedures for updating

GIS databases using remote sensing image data. However, the situation is still characte-

rized by a considerable operational gap.

An increasing amount of very high resolution imagery (VHR) of astonishing quality

provided by new digital airborne and space-borne sources has entered the remote sen-

sing market. It is characterized by high user interpretability, rich information content,

sharpness, accuracy, high image clarity and integrity. Although this kind of data dimi-

nishes the problem of allocating individual pixels to their most likely class, their rich

information content dramatically aggravates the process of pixel labeling.

At the same time, the GIS market is asking
for plug-and-play, ready-to-use products
from these sources. Polygons representing
objects of interest with correct labeling are
needed to update GIS databases.

However, in many cases such objects are he-
terogeneous—shadowed areas, for instance,
cause ambiguities—and a lot of knowledge
and local context information is needed to
extract real world objects properly.

In contrast to the strong need for automated
technologies, available state-of-the-art image
analysis procedures—basically pixel-based
approaches—are limited. Typically, they
have considerable difficulties dealing with
the rich information content of VHR data;
they produce a characteristic, inconsistent
salt-and-pepper classification, and they are
far from being capable of extracting objects
of interest. Therefore, the vast majority of
operational projects can be realized only by
means of massive human interaction. The
visual interpretation of an IKONOS 11

km x 11 km scene can take several days, for
instance. The production of geoinformation
from remote sensing image data is therefore
still expensive.

eCogniton’s advantages

* Integrated system featuring a whole set
of essential tools for automated image
analysis

* Analysis even on textured or low contrast
data, e.g., VHR satellite imagery, airborne
or radar data

+ Easy adaptation of image object resolution
to specific image data and tasks

* Transparent, adjustable fuzzy classification

+ Very easy and efficient training of a nearest
neighbor knowledge base: click and classify

* Formulation and analysis of complex seman-
tic tasks, analysis of contextual information
and classification of land use

+ Raster and vector representation of image
objects simultaneously

* Analysis on an arbitrary number of layers

* Multi source data integration: analysis of
arbitrary data types simultaneously, e.g.,
different resolutions, GIS layers, elevation
data....

« Export of labeled polygons for updating GIS
databases

* Intuitive handling

« Different transparent and accessible inter-
faces displaying information about image
objects, features and classification for each
single step



The existing constraints on automated data interpretation are so profound that an
efficient integration of remote sensing and GIS is still a matter for research and de-
velopment. The automated allocation and extraction of real world geographic objects
from high resolution remotely sensed data is the central challenge for both the remote
sensing and the GIS communities within the next few years.

In this situation eCognition with its revolutionary object oriented approach is opening
new paths and perspectives. Find out with the help of this guide how eCognition sup-
ports you in extracting geoinformation from remote sensing data.

eCognition overview

eCognition is based on an object oriented approach to image analysis. It is explicitly
designed to work even on VHR or radar imagery and includes the option to develop
knowledge bases for elaborate classification of local context and land use. The basic dif-
ference to pixel-based procedures is that eCognition does not classify single pixels, but
rather image object primitives that are extracted in a previous image segmentation step.
For this purpose eCognition features multiresolution segmentation, a patented proce-
dure for image object extraction. It allows the segmentation of an image into a network
of homogeneous image regions at any chosen resolution. These image object primitives
represent image information in an abstracted form. Serving as building blocks and in-
formation carriers for subsequent classification, they offer some basic advantages:

* Beyond purely spectral information, image objects contain a lot of additional
attributes which can be used for classification: shape, texture and—operating over
the network—a whole set of relational / contextual information.

Multiresolution segmentation separates adjacent regions in an image as long as
they are significantly contrasted—even when the regions themselves are cha-
racterized by a certain texture or noise. Thus, even textured image data can be
analyzed.

Each classification task has its specific scale. Only image objects of an appropriate
resolution permit analysis of meaningful contextual information. Multiresolution
segmentation provides the possibility to easily adapt image object resolution to
specific requirements, data and tasks.

Homogeneous image objects provide a significantly increased signal-to-noise ratio
compared to single pixels as to the attributes to be used for classification. Thus,
independent of the multitude of additional information, the classification is more
robust.

Segmentation drastically reduces the sheer number of units to be handled for
classification. Even if a lot of intelligence is applied to the analysis of each single
image object, the classification works relatively fast.



* Using the possibility to produce image objects in different resolutions, a project
can contain a hierarchical network with different object levels of different reso-
lutions. This structure represents image information on different scales simulta-
neously. Thus, different object levels can be analyzed in relation to each other.
For instance, image objects can be classified as to the detailed composition of
sub-objects.

* The object oriented approach which first extracts homogeneous regions and then
classifies them avoids the annoying salt-and-pepper effect of the more or less
spatially finely distributed classification results which are typical of pixel-based
analysis.

For more elaborate purposes eCognition additionally supports classification-based seg-
mentation. Following classification, even very different types of objects can be merged
to come up with objects of interest, for instance house roofs including chimneys, or
urban areas including urban greens.

Beside the production and handling of networked image objects, the second key do-
main of eCognition’s engine is its fuzzy classification system, which makes it possible to
use the full advantages of the information contained in image objects and their mutual
relations. It supports, on the one hand, very simple, rapid classification using a fuzzy
nearest neighbor classifier. Individual image objects are marked as typical representati-
ves of a class, and then the rest of the scene is classified (“click and classify!”). On the
other hand, it allows the user to formulate concepts and knowledge about the relevant
image content by means of fuzzy rules and, thus, to come up with a knowledge base
which can also process elaborate contextual information.

Segmentation

Basic to eCognition’s procedures is multiresolution segmentation, a patented techni-
que for image object extraction. It was developed to extract image objects at different
optional resolutions (fine or coarse structures) in high quality. This technique has been
adapted to finding image objects even in textured data, such as SAR images, satellite
data of high resolution, or airborne data. It provides the possibility to easily adapt the
extraction of meaningful image object primitives to specific tasks and image data.

In many cases image objects of interest cannot be extracted following a relatively ge-
neral homogeneity criterion. For this reason, eCognition provides techniques for clas-
sification-based segmentation of image objects, merging even heterogeneous areas or
allowing a classification-based refinement of image object shapes.

The different segmentation techniques can be used to construct a hierarchical net-
work of image objects. Each level in this hierarchical network is produced by a single
segmentation run. The hierarchical structure represents the information of the image



data at different resolutions simultaneously. Fine objects are sub-objects of coarser
structures. Thus, each object “knows” its context, its neighborhood and its sub-objects.
Operating on this network, interrelations between objects can be defined, e.g., “relative
border length to class forest,” for utilizing this additional and often essential context
information.

Classification

eCognition supports different supervised classification techniques and different me-
thods to train and build up a knowledge base for the classification of image objects.
The frame of eCognition‘s knowledge base for the analysis and classification of image
objects is the so-called class hierarchy. It contains all classes of a classification scheme.
The classes can be grouped in a hierarchical manner allowing the passing down of class
descriptions to child classes on the one hand, and meaningful semantic grouping of
classes on the other. This simple hierarchical grouping offers an astonishing range for
the formulation of image semantics and for different analysis strategies.

Classification is conducted by fuzzy logic. Fuzzy classification delivers not only the assi-
gnment of one class to an image object, but the degree of assignment to all considered
classes. The strategies for class assignment are transparent and therefore easier to adapt
than if neural networks were being applied. Fuzzy logic even supports the combining
of very different kinds of features within one class description by means of different
logical operations.

Class descriptions are performed using a fuzzy approach of nearest neighbor or by com-
binations of fuzzy sets on object features, defined by membership functions. Whereas
the first supports an easy click and classify approach based on marking typical objects
as representative samples, the latter allows inclusion of concepts and expert knowledge
to define classification strategies.

Both approaches to class descriptions can be combined in the knowledge base to achie-
ve the most suitable strategy for each class. Developing a knowledge base for a specific
classification task basically means editing, in detail, the class description of each class.

Features for classification

In eCognition, features for classification are computed based on image objects, not on
single pixels. Therefore, classification can address an astonishingly broad spectrum of
different kinds of information. Beyond spectral information there is shape informa-
tion, texture information and—operating over the network of image objects—many
different relational or context features. For each feature this information is computed



per object considering its actual shape and size. Thus, the typical failures of filter opera-
tions, especially on borders between different types of areas, are avoided.

Powerful tools are so-called class-related features. They allow evaluation of the relation,
for instance embedding or distance, of an image object to a specific class in the neigh-

borhood.

eCognition contains features for object oriented texture analysis. By regarding the sub-
objects of an image object, average attributes such as spectral standard deviation, cont-
rast, or shape can be analyzed. It is also possible to analyze the composition of classified
sub-objects. As the resolution of sub objects can easily be adapted to represent specific
texture structures, object oriented texture analysis with eCognition is a powerful tool.

After vectorization, eCognition offers a set of features for shape analysis of image ob-
2 Yy &

jects based on polygons and the objects’ skeletons. These features allow access to expli-

cit shape properties.

Based on this already extensive set of features, users additionally find a toolbox for cus-
tomizing their own features. Thus, arbitrary features can be combined using different
arithmetic operations, or image objects can be evaluated as to specific feature values in
the particular neighborhood. These options are not limited to spectral information but
can be applied to any chosen feature provided by eCognition.

Information about image objects and classification

Complimentary to the bundle of attributes on which classification can act and the
possibility of using contextual information, eCognition provides a whole set of differ-
ent interfaces for detailed information about image objects, features and classification.
Different tools visualize the attributes of image objects, indicating which features could
be used to describe and distinguish classes. The image object information interface sup-
ports the detailed evaluation of each single image objects for any arbitrary class, allow-
ing comprehensive understanding and adaptation of the entire rule base.

Multi source data fusion

eCognition offers a variety of possibilities for simultaneously using different data types
for analysis. In the segmentation process, different layers can be weighted as to their
suitability for shaping resulting image objects. The knowledge base for classification al-
lows the highly specific use of information from given image data.

Given these options, a multitude of methods are feasible. Objects resulting from a
segmentation of one layer can be evaluated using information from another or several



other image layers. Differently scaled image objects can be created from image layers of
different resolutions. Thus, information from different layers can be represented on dif-
ferent levels in the image object hierarchy, allowing for the evaluation of the different
information layers in relation to each other.

Vectorization

eCognition allows for the automated extraction of polygons based on image objects.
Polygons are used to display outlines of image objects independent of the zoom factor;
they are developed for explicit shape analysis of image objects or they can be used for
the vector export of results. After vectorization, eCognition simultaneously holds image
objects in raster and vector representations.

Statistics and accuracy assessment

After classification, an elaborate statistic tool allows analysis of the network of classified
image objects. For all objects of a specific class, a statistic can be produced concerning
any chosen set of attributes. Thus, even relational features which were not used for the
classification of the image objects themselves can be evaluated, such as embedding,

or distances to specific other classes. The statistic tool supports the direct extraction

of geoinformation from a scene. The results of a statistical analysis can therefore be
exported, and for the purpose of automation the export can be included in the image
analysis protocol.

An important issue is the detailed analysis of accuracy after classification. eCognition
comes with different options for computing user’s, producer’s and overall accuracies.
Additionally, the spatial distribution of fuzzy classification stability or highest member-
ship value can be rendered over the scene. Each object’s membership to a class can be
visualized over the whole data set.

Export of results

eCognition comes with different options for exporting results. To update a GIS data-
base, the classified image objects in the scene can be exported in vectorized format as
polygons with an attached attribute list. Beside the classification, this list can contain
any chosen property for each image object. A similar option is the export of image ob-
jects by means of a thematic raster layer together with an attached attribute list.

Instead of exporting the whole structure of image objects, in many cases it might be
enough to directly export statistical results, since they already contain the geoinforma-
tion of interest.



A further possibility is to export the whole scene as an image layer using the current
view settings.

Automation

eCognition allows for the recording, execution and editing of image analysis protocols
in order to automate analysis processes. These protocols can record not only all pro-
cedures for image analysis, such as segmentation and classification, but also statistical
evaluation and export of results. Such protocols can be used to run a user-defined
analysis on more than one data set, once you have created a robust knowledge base.
Consequently, the workflow process of the same classification tasks can be automated
to a large degree, if working on comparable image data.

Concluding remark

The object oriented approach to image analysis differs from pixel-based methods in
many aspects. Indeed, if you are a remote sensing expert used to the common proce-
dures of pixel-based analysis, out guide will challenge you to become acquainted with
different approaches: eCognition means letting go of typical expectations and well-
known approaches to image analysis.

Understanding the importance of the strategic approach to an analysis problem comes
with mastering the new techniques. In many cases, eCognition offers more than only
one solution to a certain problem. Going through the different “Guided Tours” care-
fully will help you to get an overview of the different possibilities.

eCognition is made for image analysis and not for image processing. Therefore, it does
not contain procedures which allow modification of image data. If that is what you
need, e.g., for preprocessing your image data, we refer you to one of the various soft-
ware solutions available for image processing.

And now, enjoy your work with eCognition!



What'’s new in eCognition Professional 4.0

The new eCognition Professional 4.0 features includes:
Large Data Handling (LDH) Version

Until now, large datasets could not be processed (segmented) due to a lack of address
space in the 32 bit Windows operating system. With version 4.0, virtual pointers have
been added to the software structure which leads to an increased number of objects
that can be addressed. As a result eCognition Professional 4.0 will be able to load and
segment images of up to 46,000 x 46,000 pixel in size. Large data handling also means
that there will be two separate eCognition executables;

one normal and one LDH. This is similar to what we  eCognition Professional

had for eCognition version 1 when there was a normal / eCognition Professional LDH
and a HD version. Of course, every customer will get & HLTest
both executables. | User Guide

No Data Values

It is now possible to define no data values 2l
for an eCognition project. This means that Global Mo Data Valu
for defined values within the image data no LF e L ‘
image objects are generated. Consequently, - Individual No Data al
u dividual val i h .
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Save subsets upon import

Subsets selected in the input dialog can now be stored as a own file. They are just sub-
setted from input data, having the same file structure but covering a smaller area.




Improved manual editing of objects

Several selection tools for manual editing have been 5
added. These tools allow the user to select multiple W = | Qe =

objects and either classify or merge them. The tools
are polygon selection, rectangle selection and polyline
selection.

Object Table

The object table gives an overview of objects of selected classes along with selected fea-
tures. This table can be sorted by the different entries and on selection of an entry, the
view focuses on the selected object (and vice versa). The displayed information can also

be exported to a .csv file.

Please note: The Object Table is not available in the LDH version.

Options dialog

An options menu has been added, which Moo 2ix
= General
allows the user to edit several options regar- T U gl g for £ e erpeet
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Further improvements and changes

Several smaller improvements and additions have been made in order to accelerate

work with eCognition and to broad its functionalities:

Legend: eCognition now features a legend. It displays the color icon and the
name of all classes displayed in the active view.

Deleting Multiple Levels: In the dialog to delete levels, now multiple levels can
be selected and deleted.

Customized Features: The customized features dialog has been extended to allow
more complex calculations.

Export Statistics: For the export of statistics, additional statistic types and opera-
tions have been added.

Export Scale Parameter Analysis: now you can export the results from the Scale
Parameter Analysis as an attributed ESRI shape file. Each line in the result file
holds the analysis values. Besides, all additional statistics of the Scale Parameter
Analysis are saved in a CSV file.

User Information Dialog: A user information dialog has been added to allow
identification as to who generated and altered which project or other eCognition
output.

Segmentation Dialog Redesign: The segmentation dialog has been slightly re-de-
signed. Instead of four different values, two sliders are used to define the segmen-
tation parameters.

New Object Features: Some new object features have been introduced, which can
be used for classification, creation of customized features or statistics. The most
important new ones are global features which describe some global scene statistics
and can be used beneficial to create customized features.

User Annotations: All features which are created by the user, such as class de-
scriptions, customized features and so forth can now be annotated by a users
comment.

Additional Predefined Membership Functions: some more “classic pre-defined
membership functions have been added such as linear or “V* functions.
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Installing eCognition with a hardlock

The software is protected by hardlock keys, which are connected either to the parallel,
serial or USB port of the computer. There are two different types of keys: local hard-
locks and server hardlocks. Depending on the type of hardlock, different installation

configurations are necessary.

Single License
Hardlock LPT
connection to either
parallel or serial port
for single
licenses

Single License
Hardlock USB
connection to USB port
for single licenses

Server License

Hardlock LPT
connection to parallel
port for network
licenses up to 250 users

Installing eCognition with a local hardlock

Server License
Hardlock USB
connection to USB port
for network licenses up
to 250 users

A local hardlock provides a license for one single eCognition system. Just install the
eCognition software and the hardlock driver software is installed automatically.

For the installation you need:

¢ The hardlock

*  The eCognition software CD.

The components to install differ depending on your needs. There are two eCognition

versions, eCognition Professional and eCognition Professional LDH. We recommend
installing both versions. eCognition LDH features a different address space manage-

ment which enables it to handle large data, hence LDH for Large Data Handling.




eLogrdtion Professional - Inst allShiek] Wizard

= o Prochact
7 ¢Cogriion Protessionsl
7 ¢Cogriion Prafesions LDH

g Hardiock: Uiy
i Hardeck Devace Ormver
Hardock Sarve Smvce

| et T ety [ | Cancel

The image shows the recommended installation configuration for eCognition with a
single hardlock.

Note: Attach the hardlock to the parallel or USB port before running the
eCognition software.

Installing eCognition with a server hardlock

The server hardlock provides a floating license with up to 250 licenses to any computer
in the network where the server hardlock is installed.

For a server hardlock there are two basic setup options. Option one is to install only
the hardlock server software, the other option is to install both the eCognition software
as well as the hardlock server.

For both types of installation you need:

* the server hardlock

* the eCognition software CD

e the *.alf license file, which is provided to you via email or attached to the software
package on a floppy disk

Note: The installation of the Hardlock Server software is only mandatory on the
PC where the Server Hardlock is plugged on.



Installing only the Hardlock Server Software

In case you want the license to be provided by a dedicated license server you need to
install only the hardlock server software. For this purpose deactivate all items in the
installation feature selection and select the items “Hardlock Driver”, “Hardlock Server”

and ,Hardlock Server Ser-
vice“ only. Solact Featuros

eCognition Professional - Installshield

Then follow the installation
instructions. The picture

. [ eCognition Professianal
to the I'lght shows the [JeCognition Professional LDH
. C L. [ Diver Plugin
setup option which installs (< Documentaion snd sanele dea
- User Guide
only the hardlock server sancls Dt

software. [ Hardlock Ui

ardlock Dewice Driver
ardlock Server Service

Note: Attach the hardlock

to the parallel or USB port
before installing the eCog-
nition software.

Installfield <Back H Newt> Cancel

Installing the Hardlock Server and eCognition Software

If you want the license to be provided by a license server, which is also used to run
eCognition, you need to install the eCognition software components and the hardlock
server software. Select the

eCognition Professional - Installshield

features as shown in the i
image below and follow the
installation instructions.

ict

The picture to the right Cogniien Prolessionsi

Cognition Prafessional LDH

shows the setup option
which installs the hardlock
server software and eCog-

.. ardlock Dewice Driver
nition. ardack Server Service

Note: Attach the hardlock
to the parallel or USB port
before installing the eCog-

nition software.

< Back H Nent > Cancel

Instal




The Hardlock Utility Software

The Hardlock Utility software can be found in the start menu section of eCognition. It
contains the most important license utility tools to manage and troubleshoot eCogniti-
on licenses. Select one of the subordinate options on the left side of the window.

Initialize Hardlock Server module with alf file
This option is used to initialize or update your Hardlock Server service with an alf file.

The alf file is crucial to run eCognition with a server Hardlock since it provides additi-
onal license information. This has not to be done if you use a Local Hardlock.

You have to initialize or E§ Definiens Hardlack Uity 3.0.0 _ =
update your Hardlock = Toeres mragement - Usdate i
p y i = Export license infarmation e e
i _ i Lacal hardlack.
Server mOdUIe after lnStal H - Server hardiock. Browse
ling it for the first time or || §ilpaslcans
ocal hardlock

[+ Server hardiock.

if you got a new *.alf file

|
i 5,
from your License Contact Bt e =
y " Local haidlock
. 1 hardlock.
Person (e.g. in case the old D Dt
. © About
one is corrupt). ! Hint
Update ar initialize your Hardlock server module with a license alf file.
Th;; aE‘;\Dn will rename all * alf fles from pour system32 folder to
=old_al
To initialize or update your
Hardlock Server service, se-
lect “License Management Z

> Initialize HL Server” and
browse to the alf file which was provided to you via e-mail or attached to the software
package on a floppy disk. Press “Save® to update or initialize the alf file.

The alf file will be simply copied to your system32 folder. This will also rename all
previously present *.alf files from your system32 folder to *.old_alf to prevent problems
with old or corrupt alf files.

Export license information

&l Definiens Hardlock Utility 3.0.1 f |

To order license updates,

=) Licerise management

you have to provide your [ ~Hint

Please select ane of the subordinate options below,

eCognition license contact j +Gerver hardlook

- Updats license

person with the license | Lecalhadock

[ Gerver hardiock.

information on your com- |~ Inifaize HL Server

= Generats Repart
puter or network. | Losal bk
H Server hardlock.
Diagnostis
- ot




Select “license management > Export license information®.
Local Hardlock

Use the option Local hardlock in case you have a hardlock locally connected to your

PC.

Choose a filename and press “Save® to store your license information in a file.

— Export license from dongle

Filz name:

Browse ... |

Save

Server Hardlock

Use the option “Server Hardlock® in case you want to get the license information of
a server hardlock. The server hardlock is detected automatically. If the hardlock is not
found automatically use the Advanced Settings to manually insert the IP-Address or
the name of the PC where the Hardlock Server is installed.

Choose a filename and press “Save” to store your license information in a file.

— Export lizense from server

File hame:

Browse ... |

Advanced Settings ... |

Save

Send the produced *.ctv file to your license contact person.



Update License

When a license update is
provided by your eCogni-
tion license contact person
this is either done using

an *.exe file, a *.vtc file or
a vtc block. The *.exe file
can be executed directly. To
apply the *.vtc file, use the
option “License Manage-
ment > Update License® of

the Hardlock Utility.

& Definiens Hardlock Utility 3.0.1

= Licerse management

+ - Exportlicense information

Hint
’V Please select ane of the subordinate options below,

- Update from clipboarc

. Update by File
- Server hardlock.
.. Update from clipboarc
. Update by File
- Iniialize HL Server
Generate Aeport
- About

Local Hardlock, Update from Clipboard

To update the license of a Hardlock locally connected to this PC using a vtc block se-

lect the option “Local hardlock > Update from clipboard®.

Paste the license string from an update email sent to you by your eCognition license

contact person into the “License key window (see below) and press “Import*.

— Licenze ke

Begin of ¥TC block

End of ¥TC block -]

e3lRALJHALNBEAURUIRE
HRbeBwastAAELlAAAAAALAALAD K IG Y SNIVIBAFOEALLSAA]
AAARANANALAARPEB Mk gF pldiisF =

After pressing Import your license should be updated.

—

L

x|/ This action will only work for hardlocks locally

connected to this PC.

License update succeeded




Local Hardlock, Update by File

To update the license of a hardlock locally connected to this PC using a *.vtc select the
option “Local hardlock > Update by file“.

Browse to the *.vtc file sent to you by your eCognition license contact person and press
“Import®.

— Import license for dongle
File name;
Browse ... |
Advanced Settings .. |
Lok ir: I‘E‘J dawin j e £ ER-
jSupport

File: name: |USB1921 W4 wic Open I
Files of type: I [*.wtg) j Cancel

&

After pressing Import your license should be updated.

success .1

@ License update succeeded

This action will only work for hardlocks locally connected to this PC.



Server Hardlock, Update from clipboard

To update the license of a server hardlock using a *.vtc select the option “Server hard-

lock > Update from clipboard.*

Paste the license string from an update email sent to you by your license contact person
into the License key window (see below) and press “Import®.

The server hardlock is detected automatically. If the hardlock is not found automatical-
ly use the “Advanced Settings...“ to manually insert the IP-Address or the name of the
computer the Hardlock Server is installed on.

 Licenze kew:

----- Begin of %TC block - e2lRAQJHADBEAURUREG

QR beBwsAAAAE Al AALAAS AL ALAD KIG VSNV BAF DEAAAALAI
SALAASALAASATPEB kg pldisF =

----- End of WTC block -]

After pressing “Import” your license should be updated.
success x|

S
'\1‘) License update succeeded

This action will only work for server hardlocks.

Server Hardlock, Update by File

To update the license of a server hardlock using a *.vtc select the option “Server hard-

lock > Update by file®.

Browse to the file sent to you by your license contact person and press “Import*.



The server hardlock is detected automatically. If the hardlock is not found automatical-
ly use the “Advanced Settings...“ to manually insert the IP-Address or the name of the
license server.

— Import license for server
Filz name:
Browse ... |
Advanced Settings ... |
Import |
2l
Lok ir: I‘E‘J dawin j e &5 B2
jSupport

File: name: |USB1921 4 wic Open I
Files of type: I [#.wbc) j Cancel

&

After pressing “Import” your license should be updated.

success

@ License update succesded

This action will only work for server hardlocks.

Generate Report
Reports are used to access the licence status of the hardlock.

Select “Generate Report®.



Local Hardlock

Use the option “Local hardlock® in case you have a
hardlock locally connected to your PC. This function
creates a report of a hardlock locally connected to your

PC.

Press “Create” to create the report.

The result is shown in the report window.

By pressing “Save“ the report is saved to a text file.

If you contact the eCognition Support you might be
asked to send this file.

Server Hardlock

To update create a report of the license information of
a server hardlock select the option “Server hardlock®.
The server hardlock is detected automatically. If the
hardlock is not found automatically use the “Advan-
ced Settings to manually insert the IP-Address or the
name of the license server.

Press “Create” to create the report. The result is shown

in the report window.

By pressing “Save“ the report is saved to a text file.

If you contact the eCognition Support you might be
asked to send this file.

Diagnostix

To provide detailed system information and setting of environment variables, a separate
tool called DiagnostiX is used. Press “Starting Aladdin DiagnostiX“ to start the diag-
nostics tool.

About

[ About HLT ool

Here you will find information about
the Version of the Hardlock Utility Soft- <

ware. This can be useful if you when

HardLock Test 3.0.1
Copyright [C] 2004 Definiens AG

communicating with your eCognition
license contact person.



The Aladdin DiagnostiX Tool

The Aladdin DiagnostiX utility collects relevant information of your system and of
your Hardlock module. This information will help you and the eCognition support
team to solve problems you may encounter when using eCognition. For installation
and troubleshooting purposes, the following functions are required:

*  Checking for a Hardlock module.

Creating reports on Aladdin devices and their environment.
Defining Hardlock environment settings.

*  Viewing System Data.

Checking for a Hardlock Module

From the DiagnostiX tools pane (left) select “Hardlock®. The Check Hardlock screen

appears in the main pane (right). All Hardlock access results are summarized and tabu-
lated in the Key Access History.
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Perform chedks on an Meddin Hardod:.

To check a Hardlock module

L. Select the Access Mode type.

To check the Hardlock module on the local machine select local (parallel,
PC-Card, USB).

To check the Hardlock module on the network select remote (HL-Server).



2. Enter the 21736 into the module address field

3. Check “Save memory* to report file if you want data in Hardlock module memory
to be included to the generated report file.

5. Click “Check Key*.

Details for the access are displayed in the Key Access History pane.

Creating reports

The function “Create Report” creates report of the PC, Hardlock and network settings
to allow support to identify possible setup problems which may occur during installati-
on. To create a report, select ,,Create Report” from the Edit menu. A message box will
appear to indicate that the report has been successfully created.

Note: Check the Hardlock modules as described in chapter ,,Checking for a hard-
lock module® before you create a report. Check both remote and local on a PC
where the Hardlock Server is installed and on a PC where only eCognition is in-

stalled.

Create Report ) x|

\k) The repart was created succassully,

Please check the created Files in C:/Program Files/Aladdin/Diagnostix
repork. bkl
memory . xml
report.zip

The zip file can then be sent to the eCognition support team.

Setting environment variables

In some cases environment variables need to be set for the hardlock software. Such
cases can be usage of a server hardlock locally, hardlocks in complex networks, slow
network connections etc.

Defining Hardlock Environment settings:

1. Change to the ,Hardlock Environment® part of the DiagnostiX tool.

2. Select either ,System* or ,,Current user” in the Hardlock Environment screen.
Selecting ,,Current User” implies that setting modifications will only apply to the



current user on the system. Only users with the required administrative rights will
be able to modify System settings.

3. Set any of the following parameters:
HLS_WAIT
HLS_WAITTICKS
HLS_RETRIES
HLS_IPADDR
HL_LICENSEDIR
HL_SEARCH.

For further details on the parameters see below.
4. To activate environment settings parameters, click Confirm Changes.

5. To restore current settings click Reload Settings.
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Environment Variables

HLS_WAIT

Use this parameter to set the timeout in milliseconds for the 32-bit API. Use a higher
value if you work in a slow network

Syntax: HLS_WAIT

Range:  20-3000

Defaule: 1000



HLS_WAITTICKS
Use this parameter to set the timeout for the 16-bit API. Use a higher value if you
work in a slow network

Syntax:  HLS_WAITTICKS

Range:  1-999
Default: 2
HLS_RETRIES

Use this parameter to set the number of retries before timeout. Use a higher value if
you have a bad network connection or an overloaded network.

Syntax: HLS_RETRIES

Range:  2-30
Default: 5
HLS_IPADDR

Use this parameter to set the server IP address. Use this parameter if a client cannot
find the PC where the Hardlock Server is installed.

Syntax: HLS_IPADDR

Range:  IP address

Default: None

Setting the parameter:

1. Click the corresponding button for this parameter in the Hardlock Environment
screen. The HLS_IPADDR String Editor opens.

2. From the Available Tokens list select a token and use the >> button to move a
token to your Used token list. Your selection appears in the list as well as the HLS_
IPADDR current parameter field.

3. To define your own tokens, click User Defined. Enter the token in the field pro-
vided. Click OK. The token you have defined should appear in the Used Token

list as well as the

| <= Enviconment 20|
HLS_IPADDR cur-
t t f ld HLS_IPADDR
ren 'parame €r rield. |HLMIJE
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100 85 User Defined

token and use the <<

button.
5. To save your settings,

and close the String




Editor, click OK.Your selections appear in the HLS_IPADDR field in the Hard-
lock Environment screen.
6. To clear the modified values for this parameter, click Clear.

HL_LICENSEDIR

Use this parameter to direct a Server Hardlock to where the Aladdin License Files
(ALFs) are stored. This function is needed when you want to use a server hardlock lo-
cally. The default location of the *.alf file is ,,C:\WINDOWS\system32*.

Syntax: HL_LICENSEDIR

Range:  An address on the local drive

Default: None

Note: This variable is set by default while the installation routine of Hardlock Ser-
ver software.

Setting the parameter:

1. Click the corresponding button. A separate window opens.

2. DPoint the path to or enter the name of the license directory. Click OK. The win-
dow closes and name of the directory appears in the HL_LICENSEDIR field.

3. To clear any modified values for this parameter, click Clear.
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HL_SEARCH

Use this parameter to determine where to search for the Hardlock.
Syntax: HL_SEARCH

Range:  Parallel, serial port, USB, IP/IPX/NETBIOS

Default: None



Setting the parameter:

1.

Click the corresponding button for this parameter in the Hardlock Environment
screen. The HL_SEARCH String Editor opens.

From the Available Tokens list select a token and use the >> button to move a
token to your Used token list. Your selection appears in the list as well as the HL_
SEARCH current parameter field.

To define your own tokens, click User Defined. Enter the token in the field provi-
ded. Click OK. The token you have defined should appear in the Used Token list
as well as the HL-SEARCH current parameter field.

Review your selections. To remove an item from the Used Token list, select the
token and use the << button.

To save your settings, and close the String Editor, click OK. Your selections appear
in the HL,_SEARCH field in the Hardlock Environment screen.

To clear the modified values for this parameter, click Clear.
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Hardlock and License Troubleshooting

When you start eCognition, a valid license is sought. A connection to the hardlock

server is established and a license request is sent to the hardlock server. The Hardlock

Server software package is installed as a Windows service on the server that is listening

for these requests. In this process error may happen.

Below is a list of various errors which may be encountered:



Please read this — It saves time!

The first thing you should do when encountering problems with the hardlock is
to create report files using the DiagnostiX tool and send them to

support.ecognition@definiens.com

along with a short description of the problem you encounter. If you have a local
hardlock, a local report is sufficient. If you have a server hardlock create local
and remote tests on both the server PC and the client PC. Please make sure that
hardlock checks are included in the tests. For details see ,,checking for a hardlock
module“ and ,creating reports®. In addition screenshots of the ,, Test Module®
function of the HLTest utility are most helpful.

Common errors

Error 7: Hardlock not found:

This can have different reasons. The most obvious is that no hardlock is connected, or
- in the case of a serial port hardlock — that hardlocks of other software products create
conflicts. In some cases this error is also displayed when the hardlock has expired. Cla-
rity can be obtained by executing the hardlock utility and checking the status. If more
than one hardlock is used, the eCognition hardlock should be connected first to the
port. Laptops sometimes have special settings for their parallel ports or even have them
disabled. This can also lead to a hardlock not being detected.

Error: ALF License file not found

This error occurs in connection with server hardlocks. It indicates that either the *.alf
file is not present or the hardlock can not access it. To solve this problem try adding
the hardlock to the server (see ,Installing Hardlock Server). The second possible
reason is that you are trying to work locally with a server hardlock. To allow this the
environment variable HL_Licensedir needs to be set. (see ,,environment variables®).

Error 28: Date fake detected:

To prevent the user from changing the date and time settings of his computer and
thereby avoiding the expiry date of a hardlock, the date and time settings are checked.
If they are changed in between two sessions, the hardlock is disabled. Therefore, it

is advisable to check whether the date settings of two computers are identical before
transferring the hardlock from one computer to another.



Error 37: Expiry date reached

The hardlock needs to be updated. You can request an update executable at
license.ecognition@definiens.com. It can be sent via email. Please always specify the
serial number of your hardlock.

Error 1009: Cannot open hardlock driver:
Either the driver is not installed at all or a wrong driver is installed. Make sure to in-
stall the appropriate driver.

Error installing hardlock driver:
This can happen if a driver which is not suited for the operating system is used, or
more likely if the user has no administration rights to the computer.



3 TAKE THE PLUNGE

Getting a first glimpse of eCognition

Rather than going into too much detail too soon, we recommend that you start with
this chapter rather than the theoretical chapters that follow. Work through “Take the
Plunge” first to get a feel for eCognition’s user interface and its most basic features.

Since eCognition is based on a new approach to image analysis, taking this short trip
may sometimes make you feel as if you have been “thrown into the deep end.” This is
just what is intended. The purpose of this chapter is to go through an example step by
step without having to worry about the whys and wherefores of your actions. The goal
is to get a first impression of how to work with eCognition. All features of eCognition
will be explained systematically later on.

The first example you will work on is a subset of a LANDSAT TM scene. It shows the
town of Dessau on the Elbe River in Saxony-Anhalt, Germany. The goal is to classify
the image so that a thematic map of the area can be created.

@ Rural Woodland
() Grassland General
; Urban Grazsland
- Rural Grassland
@ Impervious General
-0 Rural Impervious
@@ Utban Impervious

Courtesy of Ministry of Environmental Affairs of Sachsen-Anhalt, Germany



Creating a new project and loading the raster data

1. From the “Project” menu choose “New...” or click @l in the tool bar.

2. Navigate to the directory “...\data\plunge\.”

3. Select the following .img image files and click “Open.”

* dessau_blue.img

* dessau_fir.img

* dessau_green.img
* dessau_mir.img

* dessau_nir.img

* dessau_red.img

* dessau_term.img

4. Change the order of the layers
by marking them and by using
the arrows to the left of the
“Sort” button.

5. Click “Create.”
The new project is now being

started and raster layers are being
imported.

Project [ I Subst
Project name Mew Project e
Coordinate System unknown
Resolution [unit] 15 [m)
Geocading [Lower Left] [0 /15] Clear Subset:
Geocoding (Upper Right) (7485 / 7485)
Project Size 4991438 pixels Unit
Meters T
Image layer ‘ | Re... | Type \ W‘ H... ‘ Geoc... | Geocoding ... Insert
deszau_blue.img 15m BBitunsigned 493 498 [0/15) (7485/7488) —
deszau_green.img 15m BBitunsigned 499 498 [0/15) (7485 /7485) FRemave
deszau_red.img 15m BBitunsigned 433 438 [0/15) (74857 7485)
dessau_nirimg 15m SGitunsgned 433 433 [0/15) (743507485 Al oo
dessau_mirimg 15m BBitunsigned 499 498 [0/15] (7485 /7485 = i
deszau_temimg 15m BBitunsigned 499 493 [0/15) (7485 /7485)
deszau_firimg 15m BBitunsigned 499 498 [0/15) (7485 ¢ 7485)
K |+
| Thematic layer i ol 8 ey
Remave

i




Changing the color composition of the displayed image

1. Select “Layer Mixing...” from the “View” menu or click B in the tool bar to open
the layer mixing dialog.

2. Select “Histogram” under “Equalizing” to apply a histogram stretch.

« .
> Choose S vy 1
mix” as “Presets. e =i

dessau_blue.img 1

4, Clle “OK.” dessau_green.img 1
deszau_red.img 3
dessau_nir.img 111
dessau_mir.img 3
dessau_term.img 1 |l
dessau_fir.img 3

fllm;l

E qualizing P
’]Histoglam j Parameter... | ‘ ’7 i
¥ Auto update

[~ Molaper weights Frewviem | kK I Cancel |

5. Choose “Edit Highlight Colors” from the “View” menu or click @l in the tool bar
to change the highlight color setting.

6. Select red as the selection color.

Edit Highlight Colors ] 2|
7. Click “Active View” to activate these
highlight color settings. Selection color I_ "I

Dutlines / Palygans Iw vl

I Paint non-sample objects I|:| I
™ Paint unclassified objects I|:| I

Apply colors to
’V &l iews Active Wiew | Cancel |




Creating image objects

Now that you have created a project, you can move on to making your first object
oriented image analysis. Object oriented processing of image information is the main
feature of eCognition. For this reason, the first step in eCognition is always to extract
image object primitives, which will become the building blocks for subsequent classifi-
cations. You will now produce such image objects with multiresolution segmentation.
Multiresolution implies that it is possible to generate image objects at any chosen reso-
lution.

1. From the “Segmentation” menu choose “Multiresolution Segmentation...” or click

2. Weight “dessau_blue.img” and “dessau_term.img” 0 in the field “Select and edit
weights.” They will not be considered for segmentation.

3. Insert 10 in the field “Scale Parameter.”

4. Choose “Normal” in the field “Segmentation Mode.”

5. Set the “Shape Factor” to 0.3 in the section “Composition of homogeneity criteri-
on”. The weight for “Color” is updated automatically to 0.7.

6. Weight “Smoothness” with 0.5. “Compactness” is also updated automatically.
7. Ensure that “Diagonal pixel neighborhood” is disabled.
2l

Multiresolution Segmentation

8. Click “Start” to start

the segmentation pro- Edilwet okt Leel
Lopername Laye siddev erilie soene
cess. 6] 0.0
Ll g igned] (6.4) 1.0
deszau_red.img [4lias not assigned] o8 1.0
dessau_nitimg [Aliss not assigned] (28.2] 10
desszau_mir.img [Alias nat assigned] (a8 1.0
n dl @1 0.0
(142 10
| Image layers Use fliasf™ Edit weights: |0
Scale parameter Composition of homogeneity criterion;
10
Shape Factor '—Ji 0.3
Segmentation mode
05 —Ji 05
lm Compacthess Smathness
Ovenarite egisting level r Referto————
Diaganal pixel neighbarhaod I Classitication-Based 7 Levalaboys €
Use obsolete (v2.1] segmentation I Leveleelow €

Carcel




When the segmentation
process is finished, there
are different ways to dis-
play the image objects. By
default the image objects
are transparent and high-
lighted only on mouse-
click. To view the image
objects colored in their
mean value, click the rﬁ_
icon or change the view
settings for image data
from “Pixel” to “Object
mean.”

To view the borders of the objects there are two possibilities in eCognition:

« Create polygons (@ to view borders of objects (“Polygons > Create Polygons...” or
click . To show or hide the polygons use the @I button. Since polygons use memory
they should only be created if features based on polygons or skeletons will be used in
the later classification or if vector files will be exported.

Create Polygons i ed
—Yectorization options 4%—

— B aze polygons
Threshold:

Remaove slivers: I |

— Shape polygons

Threshold: I'I
oK I Cancel |




* Use the F button to show or hide outlines without creating polygons first. Besides,
it is possible to view the outlines in the color of the classification of the correspon-
ding object. To show the outlines colored in the classification colors you can use the

ﬂl button after a classification is performed.
In this case polygons are created for the visualization in the following.
This visualization helps you to check if the extracted image objects fit your purpose or
not. If you now change the image data settings back to the pixel mode in the view set-
tings, you can observe the object borders while still seeing the single pixels.
In comparison to a single pixel, an image object offers substantially more information.
Move on to find out how to access it
Obtaining information about image objects
The “Image Object Information” dialog provides detailed information about the selec-
ted image objects as to its features and classification. There is no classification informa-

tion available yet, since you have not classified the image.

1. Open the image object information dialog by clicking the icon € if it is not yet
open.

2. Click an arbitrary image object.

5 |
Feature | Wal | .
Layer values
Mean deszau_blue.img 71.86
Mean deszau_red.img 3057
Mean deszau_green.img 307
Mean deszau_nir.img B2
Mean deszzau_mir.img 63.57 =
Mean deszau_term.img 151.29
Mean deszau_firimg 3043
Brightness 6292
ax.Diff. 1.521
Stddev deszau_blue.img 3.356
Stddev deszau_red.img 4,686
Stddev deszau_green.img 2814
Stddey deszau_nir.img 2673
Stddey dessau_mirimg 437
Stddev deszau_term.img 04518
Stddev dessau_firimg 2,963
Fiatio deszau_blue.img 01632
Fiatio deszau_red.img 0065413
Fiatio deszau_green.img 0.065737
Fiatio deszau_nir.img 01408
Fiatio deszau_mir.img 01443
Fiatio deszau_term.img 03435
Fiatio deszau_firimg 0.063089 -

4 | 2 |\ Features . Classification Clazs Evaluation




This dialog gives you all the necessary information about one single object. When
creating a class hierarchy, this dialog helps you to find features which separate one class
from another. Another tool which helps you with this task is the feature view. The fea-
ture view allows you to display one feature for all image objects. The image objects are
rendered in gray values which correspond to the feature value. The brighter an object
is, the higher is its feature value for the selected feature.

3. From the “Tools” menu choose “Feature View...”

4. Select the feature “Object features > Layer values > Ratio > dessau_blue.img” by
double-clicking it. The objects will then be colored according to their feature value
for the selected feature. A high gray value represents a high feature value, a low gray
value a low feature value. You can visualize features also out of every other dialog
where features are selected, for instance the “Insert Expression” dialog or the “Select
displayed Feature” dialog. In these cases you open a pop up menu with a right click
and select “Update range”.
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Loading a class hierarchy

Up to now, you have extracted image objects and learned how to call up information
contained in them. This information will be used for classifying the previously segmen-
ted image objects. As this is an introductory tour of eCognition, an already existing

class hierarchy will be loaded into the project for this purpose.

1. From the menu item “Classification” choose “Open Class Hierarchy...” or click E:E=|
in the tool bar. The “Class Hierarchy” editor is now open.

2. Select the item “Classification > Load Class Hierarchy...” in the menu bar.

3. Select the file “plunge.dkb” and open it.



{0 Woodland General
----- @ Urban Woodland
----- @ Ruralwoodland
() Grassland General
----- @ Uiban Grassland
----- Rural Grassland
@ Impervious General
----- Rural Impervious
----- @ Urban Impervious

=8

@ Woodland General
() Grassland General
Impervious General
Fiural Impervious
@ Urban Impervious
Fural

Rural Impervious
@ Rural Woodland
Rural Grassland

: Fural Q ‘Wiaterbodies
wf aterbodies Urban
- Urban @ Urban Impervious

Urban w'oodland
Urban Grassland

4 | ¥ |5 Inheritance & Groups & Struciure <|>| Inheritance » Groups & Structure

At this point a crucial aspect of the knowledge base structure in eCognition will be
introduced. As you can see above, there are three different registers within the class hie-
rarchy dialog: “Inheritance,” “Groups” and “Structure.” Inheritance and groups define
dependencies between classes concerning classification of image objects. They com-
plement each other: while child classes inherit feature descriptions from their parent
classes in the “Inheritance” register, the “Groups” register summarizes child classes in
meaningful semantic groups. Its potential becomes obvious when you compare the hie-
rarchical structure of classes under inheritance with that of groups: while child classes
in the inheritance hierarchy differentiate a general parent class by, e.g., evaluating their
embedding in a certain context, the most varied child classes can be aggregated into
groups under a superior class, resulting in a summarized land use classification rather
than a mere land cover classification.

The “Structure” register has a completely different purpose: it is only used for classifi-
cation-based segmentation, so it does not play a role here.

In the new class hierarchy displayed above, note the three parent classes called Wood-
land General, Grassland General, and Impervious General. Each of these parent classes
has two child classes in the inheritance register. These child classes contain additional
features distinguishing them from the parent class as to embedding or nonembedding
in an urban context. The classes Rural, Waterbodies and Urban do not spawn child clas-
ses. As you can see in the groups register, Urban and Rural are only used to combine
the rural and the urban child classes, respectively. For this reason, Rural and Urban do
not contain their own feature descriptions in this specific case. Waterbodies will not be
distinguished here.

4. Open the class description of Woodland General in the “Inheritance” hierarchy by
double-clicking the class. Alternatively, you can click the class with the right mouse
button and choose the item “Edit Class” in the following pop-up menu.
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Mean dessau_fiLimg

classify image objects based on

given sample objects within a
defined feature space. As you can
see, this feature space consists

%, Inherited

here of the seven layer mean
values (for the seven TM bands).
The samples will be introduced

in the following step. Click the
other classes to see whether they contain the “Standard nearest neighbor” expression as
well.

Note! In contrast to other possibilities of formulating a class description allowing
the analysis of complex dependencies, nearest neighbor is eCognition’s solution for

the quick and simple classification of image objects just by clicking typical image
objects as representative samples of a class.

5. Click “OK” to close the class description again.

Declaring sample objects

As already mentioned above, you will perform a classification using nearest neighbor.
Training or test areas (T'TA) can be imported into eCognition either by manually selec-
ting them or by means of the so-called TTA mask. In eCognition, image objects which
function as samples for a nearest neighbor are referred to as samples or sample objects.
1. Choose “Load TTA Mask...” from the “Samples” menu.

2. Load the file “TTAMask_dessau.asc” as training and test areas mask.

3. Load the file “TTA-Mask_dessau.txt” as a conversion table.

4. Answer the question of whether you want to create classes from the conversion table
with “No.”




8. Click “OK” in the following two dialogs.

You now have created a segmented image
with the sample objects displayed in the
respective class color.

9. To get a better view of the sample ob-
jects in contrast to all other image ob-
jects, you can change the color display
of nonsample objects by opening the
edit highlight colors dialog and chan-
ging the display mode for nonsample
objects.

10. Select the menu item “Samples >
Open Sample Editor...” or click 4]
in the tool bar.

The sample editor is now open. This is
the central tool for working with samp-
le objects.

11. Select Woodland General in the “Ac-
tive class” field.

Each of the small columns in the his-
tograms represents the feature value of
one or more samples. As a whole, the
sample editor shows the feature signa-

The TTA mask is now shown in the

view window.

5. Open the conversion table by
selecting “Edit Conversion Table” in
the “Samples” menu.

6. Select “Link by name” to automatical-
ly link the classes from the TTA mask
to the classes of the class hierarchy
and close the dialog.

7. Choose “Create Samples from TTA
Mask” from the “Samples” menu.

.Edit Conversion Table el |

TTA Mask entry | 1D | Linked Class |
Q\:\u"oodland General 1 ‘Wioodland General

O Grazsgland General 2 Grazsland General

. Impervious General 3 Impervious General
@W’aterbodies 4 W aterbodies

Link by name l Unlink, all l T Close

Edit Highlight Colors i 2| x|
Selection color ] v]
Dutlines / Polygons W:_J

" Pairt non-sample objects [ |
I~ Paint unclassified ohjects 1 !

—Apply colors to

Active Yiew ]‘ LCancel ]




ture of the class selected in the field “Active class.” The sample objects represented by
the columns are the ones just created in the TTA mask.

i S|
—Active clazs Compare class
IWoodIand Gerneral j I[none] ;I
l hean deszau_blue.img (NH)
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[21.0-22.0] Std.Dev.: 1.95
00 319 638 956 1275 1504 1913 234 2550
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Classifying image objects

After a number of sample objects have been declared as initial information for a nearest
neighbor classification, you can start the classification process.

1. Choose “Classify...” from the “Analysis” menu to open the “Classification Settings”
dialog.

First, you will classify without class-related features. In doing so, only the base classes
will contain class-related features.



2. Click “Start” to initiate the 21

classification process.

 Classification mode———————————— Level in abject hierarchy
& pithaut
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Once the classification process

is finished, the result is shown

. . . r— Clazzificatian with |ated feature:
in the view window.
WNumber of cucles: I El Advanced |
You can obtain information
. . Start I Cancel
about the classification of an 2 = |

image object by moving the
mouse over it. A tool tip shows you the actual assignment value. Again, detailed infor-
mation can be obtained in the image object information dialog. Click any image object
to view its feature information as well as classification evaluation. There are three basic
functions in the “Image Object Information” dialog:

The “Features” folder gives in-
formation about all the features
of an object; the “Classification”
folder contains information
about the current classification
of the object as well as its alter-
native assignments. The “Class
Evaluation” folder gives detailed

information about the evaluati-
on of one class for one object.

3. Switch among the different
folders to get an impression of
the available information.

Having a look at the descriptions of child classes

As mentioned above, the class descriptions of the child classes use class-related features.
Take a look at such a class description now.

1. Open the class description of Urban Grassland by double-clicking that class in the
“Class Hierarchy” dialog.

The whole classification system in eCognition is based on fuzzy logic. The class de-
scription of each class is the key editor for the knowledge base.
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Classifiers, namely membership
functions (in this case using the
feature “Rel. area of...”) or nea-
rest neighbor, provide the initial i [
information for further evaluation —
0 s

of the class of a specific object.
Each classifier returns a fuzzy
value between 0 (no assignment at all) and 1 (full assignment). In addition, fuzzy logic
operators such as “and (min),” “or (max),” or “mean (arithm)” link different terms in
order to come up with a superior fuzzy result, again returning a fuzzy membership
value of between 0 and 1.

Classifiers, namely membership functions (in this case using the feature “Rel. area
of...”) or nearest neighbor, provide the initial information for further evaluation of the
class of a specific object. Each classifier returns a fuzzy value between 0 (no assignment
at all) and 1 (full assignment). In addition, fuzzy logic operators such as “and (min),”
“(max),
with a superior fuzzy result, again returning a fuzzy membership value of between 0
and 1.

» <«

‘mean (arithm)” or “mean (geo.)” link different terms in order to come up

In this case, the standard nearest neighbor has been inherited from the parent class
Grassland General. Check the hierarchy to verify this. The selected feature for the dis-
tinction between Rural and Urban Grassland objects is the relative area of objects of the
class Impervious General within a perimeter of 10 pixels around the object in question.

2. Double-click the feature “Rel. area of Impervious General Neighbor-objects (10)” to
open the “Membership Function” dialog.

The following information is given in the dialog: an object will receive a membership
value of 1 for Urban Grassland, if the relative area of objects classified as fmpervious Ge-



neral (in relation to all objects) in its neigh-
borhood is higher than 0.55. If it is 0.5 or
lower, the returned value will be 0. All fea-
ture values between 0.5 and 0.55 are transla-
ted into a membership value between 0 and
1 according to the blue function slope.

3. Close the membership function and the
class description.

4. Open the class description and member-
ship function of Rural Grassland.

Note that the same feature has been used
as for Urban Grassland. But this time, the
membership function has been edited in-
versely, so that a Grassland General object is
definitely classified rural if the relative area
of objects classified as Impervious General
within a 10 pixel distance is less than 0.55.
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5. Close the membership function and the class description.
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3 - Take the Plunge

Classifying the image using class-related features

The classification so far used only 2
non-class-related features. Due ;- Classfication mode Level in object hisrarchy

to the logic used in eCognition, : S, et [t =]

all classes containing class-related il

features were deactivated in this riditeelimu e bl

classification run. To also use the s o |

classes containing class-related

: . Start e
features, the settings for the classi- _ St | Ceed |

fication have to be changed from

“without class-related features” to “with class-related features.”
1. Open the “Classification
Settings” dialog again

(menu item “Classification > Classify... ©).

2. Enable classification “with class-related features” by activating the appropriate classi-
fication mode.

3. Change the “number of cycles” to 5.
4. Click “Start.”

The classification result is displayed in the view window. Use the green arrows 4= =
in the tool bar to navigate through the groups hierarchy (meaningful semantic groups).

5. Move the mouse over an image object to obtain information about its classification,
as explained earlier in this chapter.




The classification of the LANDSAT TM subset is now finished.

Summary

In this chapter you

¢ loaded raster data for multiresolution segmentation to create image objects,

* got an impression of how to obtain information transported by separate image ob-
jects and by the image as a whole,

* loaded a class hierarchy and became familiar with its structure and its purpose as the
knowledge base in eCognition,

¢ declared sample objects to help you with your classification after editing them in the
sample editor,

* applied two different methods for the classification of parent and child classes: without
class-related features, and with class-related features. The nearest neighbor was used
as a classifier for the parent classes; the child classes were classified with the help of
membership functions,

* had a closer look at the class description, its structure and classifiers in order to subse-
quently familiarize yourself with editing classes and knowledge bases.

You have successfully worked your way through this introductory chapter of the user
guide. Hopefully, the water was not too deep in this, your first experience of eCog-
nition, and you now feel compelled to delve deeper into eCognition’s world of object
oriented image analysis!
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A. The approach and basic concepts

In this chapter you become acquainted with the basics of object oriented image analysis
and general aspects of image interpretation, and an overview will be given about seg-
mentation and classification methods, with a particular focus on fuzzy classification.

What is object oriented image analysis?

eCognition is based on an object oriented approach to image analysis. In contrast to
traditional image processing methods, the basic processing units of object oriented
image analysis are image objects or segments, and not single pixels. Even the classifica-
tion acts on image objects. One motivation for the object oriented approach is the fact
that the expected result of many image analysis tasks is the extraction of real world ob-
jects, proper in shape and proper in classification. This expectation cannot be fulfilled
by common, pixel-based approaches.

Although eCognition is of course a specific combination of different contributing pro-
cedures, there are some basic characteristic aspects of the underlying object oriented
approach, independent of the particular methods.

Directly connected to the representation of image information by means of objects is
the networking of these image objects. Whereas the topological relation of single, ad-
jacent pixels is given implicitly by the raster, the association of adjacent image objects
must be explicitly worked out, in order to address neighbor objects. In consequence,
the resulting topological network has a big advantage as it allows the efficient propaga-
tion of many different kinds of relational information.

Each classification task addresses a certain scale. Thus, it is important that the average
resolution of image objects can be adapted to the scale of interest. Image information
can be represented in different scales based on the average size of image objects. The
same imagery can be segmented into smaller or larger objects, with considerable impact
on practically all information which can be derived from image objects. Thus, specific
scale information is accessible.

Furthermore, it is possible to represent image information in different scales simultaneous-
ly by different object layers. Bringing different object layers in relation to each other
can contribute to the extraction of further valuable information.

This can be achieved, for instance, by a hierarchical networking and representation of
image objects. Besides its neighbors, each object also knows its sub-objects and super-



objects in such a strict hierarchical structure. This allows precise analysis of the subst-
ructures of a specific region and is not be possible without a strict hierarchical structu-
re. Furthermore, based on sub-objects, the shape of super-objects can be changed.

It should be emphasized in this context that even single pixels or single-pixel objects are
a special case of image objects. They represent the smallest possible processing scale.

An astonishing characteristic of object oriented image analysis is the multitude of addi-
tional information which can be derived based on image objects. Beyond tone, this is
shape, texture, context, and information from other object layers. Using this informati-
on, classification leads to better semantic differentiation and to more accurate and spe-
cific results. In a conceptual perspective, the available features can be distinguished as:

* intrinsic features: the object’s physical properties, which are determined by the pic-
tured real world and the imaging situation — basically sensor and illumination. Such
features describe color, texture and form of the objects.

* topological features: features which describe the geometric relationships between the
objects or the whole scene, such as being left, right, or in a certain distance to a cer-
tain object, or being in a certain area within the image.

* context features: features which describe the objects’ semantic relationships, e.g., a
park is almost 100 % surrounded by urban areas.

Based on classification the processing of image objects can be done locally in a specific
way. From the moment that an object is classified as forest, for instance, local intel-
ligence can be applied and in principal everything which is done from that moment
with this object and its networked environment can be done with a fores logic. Instead
of processing all areas of an image with the same algorithms, a differentiated procedure
can be much more appropriate. This is a specific strength of object oriented image
analysis.

Characteristic for the object oriented approach is, finally, a circular interplay between
processing and classifying image objects. Based on segmentation, scale and shape of
image objects, specific information is available for classification. In turn, based on
classification, specific processing algorithms can be activated. In many applications the
desired geoinformation and objects of interest are extracted step by step, by iterative
loops of classifying and processing. Thereby, image objects as processing units can con-
tinuously change their shape, classification and mutual relations.

Similar to human image understanding processes, this kind of circular processing re-
sults in a sequence of intermediate states, with an increasing differentiation of classifi-
cation and an increasing abstraction of the original image information. On each step of
abstraction, new information and new knowledge is generated and can be used benefi-



cially for the next analysis step. Thereby, the abstraction not only concerns shape and
size of image objects, but also their semantics. It is interesting that the result of such a
circular process is by far not only a spatial aggregation of pixels to image regions, but
also a spatial and semantic structuring of the image’s content. Whereas the first steps
are more data driven, more and more knowledge and semantic differentiation can be
applied in later steps. The resulting network of classified image objects can be seen as a
spatial, semantic network. After successful analysis, much interesting, additional infor-
mation can be derived just by processing requests over this network.

The object orient approach is in principal independent of the specific segmentation
and classification techniques. However, the right choice of processing methods can add
a lot of power to the procedure, and the right training and classification methods can
give the user the full advantage of the approach’s potential. Find more about how the
object oriented approach to image analysis has been realized in eCognition in part B of
this chapter.

Basic aspects in image interpretation
About scale in image processing

Scale is a crucial aspect of image understanding. For remote sensing and GIS applica-
tions, see for example the descriptions in Quattrochi, D.A. & Goodchild, M.E, 1997.
Although in the domain of remote sensing a certain scale is always presumed by pixel
resolution, the desired objects of interest often have their own inherent scale. Scale
determines the occurrence or nonoccurrence of a certain object class. The same type of
objects appears differently at different scales. Vice versa, the classification task and the
respective objects of interest directly determine a particular scale of interest.

Note the difference between scale and resolution: as resolution commonly expresses the
average size of area a pixel covers on the ground, scale describes the magnitude or the
level of abstraction on which a certain phenomenon can be described. Thus, studying
an image from different levels of scale instead of at different resolutions eases its analy-
sis. The relevant typical remote sensing examples are urban areas or ecosystems.
Assuming you are viewing a large, high-resolution image of a city. When looking very
close you can recognize single houses, buildings, roads and other urban objects. If you
enlarge your viewing distance, you cannot discover single buildings, but rather different
housing areas or even quarters. They typically can be distinguished by different textures
and by different size and shape, too. The quarter’s texture comprises its objects and
structures on a smaller scale — houses, roads, gardens etc. — and it is especially determi-
ned by their tone, shape, and also by their topological relationships.



When placing the image on a wall and observing it from the distance of a few steps,
you might just discover the city itself and maybe some surrounding agricultural areas
or forests. You might realize that the surrounding agricultural areas and forests are of
comparable size to the city. You will agree that cities, forests and agricultural areas are
of similar scale. The same is valid for trees and houses in another magnitude. In an ab-
stract conceptualization, the existence of structure on different scales simultaneously is
an aspect of fractal geometry and topology in nature and, thus, also in imagery.

Moreover, there is a kind of hierarchy in both our lingual description and concep-
tualization of different phenomena and the structure of the real world objects which
we are detecting. This hierarchy is obviously determined by scale: abstracting houses,
buildings, roads and other objects, one obtains settlement areas or even quarters. The
aggregation of several settlement areas yields a town. Ecosystems show analogous
patterns: combining several trees builds a group of trees and combining more trees or
groups of trees builds a forest.

Forests and towns seem to have a similar abstraction level. Both are of comparable scale
and both are of high semantic abstraction. The hierarchical scale dependencies between
the affected object classes are obvious: quarters are substructures of cities, and houses
are substructures of quarters.

These hierarchical scale dependencies are implicitly self-evident in each observation
and description of real world structures. However, reflecting, and especially explicit
representation of, these patterns can add valuable information to automated image un-
derstanding methods. The possibility to classify houses in an urban area simply is much
higher than if they were located in forests, for instance. Thus, in order to analyze an
image successfully it is necessary to represent its content on several scales simultaneous-
ly and to explore the hierarchical scale dependencies among the resulting objects.

It is obvious that these relationships and dependencies cannot be analyzed by just chan-
ging the resolution of the imagery. This would, moreover, lead to the loss of a lot of
useful information.

Image semantics - mutual relations between image objects

One of the most important aspects of understanding imagery is information about
context. There are two types of contextual information: global context, which describes
the situation of the image — basically, time, sensor and location — and local context,
which describes the mutual relationships or the mutual meaning of image regions. It

is obvious that the processing of context information is always consciously or subcons-
ciously present in human perception and contributes essentially to its great capabilities.



In order to receive meaningful context information, image regions of the right scale
must be brought into relation. This scale is given by the combination of classification
task and the resolution of the image data.

Imagine for instance the classification task to identify parks in very high resolution
imagery. A park is always a large, contiguous vegetated area. This different scale dis-
tinguishes parks from gardens. Additionally, parks are distinguished from pastures, for
example by their embedding in urban areas. Single neighboring buildings are not a
sufficient condition to describe parks. However, their neighborhood to single buildings
is a suitable criterion for distinguishing gardens from pasture.

This simple example already shows how much the available context information de-
pends on the scale of the structures which are brought into relation. This astonishing
fact explains why it is so difficult or even impossible to describe meaningful context
relations using pixel-based approaches. Only representing image information based on
image objects of the appropriate scale enables one to handle image semantics. Additi-
onally, in order to make image objects aware of their spatial context it is necessary to
link them. Thus, a topological network is created.

This network becomes hierarchical when image objects of different scale at the same
location are linked. Now each object knows its neighbors, its sub- and super-objects.
This additionally allows a description of hierarchical scale dependencies. Together with
classification and mutual dependencies between objects and classes, such a network can
be seen as a spatial semantic network.

The fact that image understanding always means dealing with image semantics was
until now not sufficiently covered by the capacity of digital image analysis, especially in
the field of remote sensing.

Uncertainties and vagueness in remote sensing information extraction

Various types of uncertainty influence information extraction from remote sensing
data. First of all, there are many factors which influence the processes of data acqui-
sition, data processing and image generation, and which differ from scene to scene,
even if the data comes from the same sensor. A very basic, inherent problem of earth
observation data is that land cover can look different, depending on the season, time of
day, light conditions and weather. Furthermore, the same type of objects appears highly
differently depending on the sensor and the resolution.

The dependency between features and land cover or land use is mostly only roughly
modeled and vagueness is inherent even in the concepts of land cover and land use.
Sensor measurements — the basic source for image pixels — have limited radiometric
resolution even after careful calibration of the instrument. The geometric resolution



in remote sensing — and in any data acquisition process — is limited as well. This effect
leads to class mixture within one resolution cell: if a resolution cell covers water-land
transition, the relevant pixel represents to some degree water and to some degree the
land cover of the shore area.

The image generation process converts sensor measurements to image data. Additio-
nally, these data have to be compressed to reduce requirements for archiving and data
transmission. In most cases, these data processing steps cause artifacts and ambiguities
which lead to additional uncertainty in the final image data.

Usually only vague concepts exist for land cover and land use. There is no exact thres-
hold between densely and sparsely populated area, or between low and high vegetation.
Whenever thresholds are defined in terms of numbers, they are mostly unsatisfactory
idealizations of the real world and therefore subsequently lead to problems during clas-
sification and performance estimation of the classification.

Information retrieval from remote sensing databases is based to a large extent on vague
knowledge. Especially important context information is typically only expressed in
terms of vague linguistic rules. For example, if trees are “nearly completely” surrounded
by urban area, they are assigned to the class park.

Furthermore, in many cases the desired information for a specific classification task is
not, or not sufficiently, contained in the available image data. This can be caused by
spatial or radiometric resolution, because the signal to noise ratio is too low, or simply
because the sensor does not deliver different signals for the different types of informati-
on of interest.

If these uncertainties are not taken into account in information extraction, classifica-
tion will not be robust and transferable. There are several approaches, so called soft
classifiers, which take these uncertainties into account.

Segmentation

Segmentation is the subdivision of an image into separated regions. For many years,
procedures for image segmentation have been a main research focus in the area of
image analysis. Many different approaches have been followed. However, few of them
lead to qualitatively convincing results which are robust and applicable under ope-
rational settings. One reason is that segmentation of an image into a given number

of regions is a problem with an astronomical number of possible solutions. The high
number of degrees of freedom must be reduced to the one or the few solutions which
satisfy the given requirements. Another reason is that in many cases regions of interest
are heterogeneous; ambiguities arise and the necessary discerning information is not
directly available. Requirements concerning quality, performance — size of data set and



processing time — and reproducibility can be fulfilled at the same time only by very few
approaches.

In image segmentation the expectation is in many cases to be able to automatically
extract the desired objects of interest in an image for a certain task. However, this ex-
pectation ignores the considerable semantic multitude that in most cases needs to be
handled to successfully achieve this result, or it leads to the development of highly spe-
cified algorithms applicable to only a reduced class of problems and image data.

Of course there is a variety of methods for generating image objects which cannot be
summarized here, and each of them has its advantages and disadvantages. Some are
fully automated while others are semi-automatic. Giving a rough overview, according
to recent research in image understanding, image segmentation methods are split into
two main domains: knowledge driven methods (top-down) vs. data driven methods
(bottom-up). In top-down approaches the user already knows what he wants to extract
from the image, but he does not know how to perform the extraction. By formulating
a model of the desired objects, the system tries to find the best method(s) of image
processing to extract them. The formulated object model gives the objects’ meaning
implicitly. In bottom-up approaches the segments are generated based upon a set of
statistical methods and parameters for processing the whole image. As such, bottom-
up methods can also be seen as a kind of data abstraction or data compression. But, as
with clustering methods, in the beginning the generated image segments have no me-
aning, they can better be called: image object primitives. It is up to the user to deter-
mine what kind of real world objects the generated image objects represent. The basic
difference between both approaches is: top-down methods usually lead to local results
because they just mark pixels or regions that meet the model description, whereas bot-
tom-up methods perform a segmentation of the complete image. They group pixels to
spatial clusters which meet certain criteria of homogeneity and heterogeneity.

In order to obtain image object primitives as basic processing units, the object oriented
approach to image analysis requires complete segmentation of an image. Therefore, a
rough overview is given of the most common bottom-up approaches to image segmen-
tation.

Some of the simplest approaches are all types of global thresholding. The spectral fea-
ture space is separated into subdivisions, and pixels of the same subdivision are merged
when locally adjacent in the image data. Typically, this method leads to results of rela-
tively limited quality. Oversegmentation and undersegmentation — i.e., separating into
units which are too small or merging regions that do not belong to each other — take
place easily without good control of meaningful thresholds. Local contrasts are not
considered or not represented in a consistent way and the resulting regions can widely
differ in size.



Region growing algorithms cluster pixels starting from a limited number of single seed
points. These algorithms basically depend on the set of given seed points and often suf-
fer from a lack of control in the break-off criterion for the growth of a region.

Often used in operational applications are different types of texture segmentation al-
gorithms. They typically obey a two-stage scheme [Mao & Jain 1992, Hofmann & al.
1998]: 1. In the modeling stage characteristic features are extracted from the textured
input image and range from spatial frequencies [Hofmann & al. 1998], MRF models
[Mao & Jain 1992, Panfwani & Healey 1995] and co-ocurrence matrices [Haralick

& al. 1973] to wavelet coefficients [Salari & Zing 1995], wave packets [Laine & Fan
1996] and fractal indices [Chaudhuri & Sarkar 1995]. 2. In the optimization stage
features are grouped into homogeneous segments by minimizing an appropriate quality
measure. This is most often achieved by a few types of clustering cost functions [Mao
& Jain 1992, Hofmann & al. 1998, Manjunath & Chellappa 1991]. Although texture
segmentation leads to reproducible, for specific applications excellent and sometimes
high speed results, they are mostly only applicable to a limited number of types of
image data, texture types and problems. Texture often must be very regular to be recog-
nized. Results cannot be achieved on any chosen scale.

Common alternatives are knowledge-based approaches. They try to incorporate know-
ledge derived from training areas or other sources into the segmentation process [Gorte
1998]. These approaches mostly perform a pixel-based classification, based on cluste-
ring in a global feature space. Segments are produced implicitly after classification, sim-
ply by merging all adjacent pixels of the same class. In doing so, these approaches are
typically not able to separate different units or objects of interest of the same classifica-
tion. Furthermore, the information on which classification can act typically is limited
to spectral and filter derivates.

A further relatively common procedure is watershed segmentation [Wegner & al 1997].
It got its name from the manner in which the algorithm segments regions into catch-
ment basins. Typically, the procedure first transforms the original data into a gradient
image. The resulting gray tone image can be considered as a topographic surface. If we
flood this surface from its minima and if we prevent the merging of the waters coming
from different sources, we partition the image into two different sets: the catchment
basins and the watershed lines. The catchment basins should theoretically correspond
to the homogeneous gray level regions of this image. This method works for separating
essentially convex and relatively smooth objects of interest that even may touch slightly
in relatively homogeneous image data. When it works, it is convenient, fast and power-
ful. However, for remote sensing data, which typically contain a certain noise and not
always strong contrasts, this method is typically not able to achieve appropriate results.



Classification - classifiers and methods

Usually classifying means assigning a number of objects to a certain class according to
the class’s description. Thereby, a class description is a description of the typical proper-
ties or conditions the desired classes have. The objects then become assigned (classified)
according to whether they have or have not met these properties/conditions. In terms
of database language one can say the feature space is segmented into distinct regions
which leads to a many-to-one relationship between the objects and the classes. As a
result each object belongs to one definite class or to no class. Classic classifiers in re-
mote sensing (e.g., maximum-likelihood, minimum-distance or parallelepiped) thereby
assign a membership of 1 or 0 to the objects, expressing whether an object belongs to

a certain class or not. Such classifiers are usually also called hard classifiers since they
express the objects’ membership to a class only in a binary manner. In contrast, soft
classifiers (mainly fuzzy systems and/or Bayes classifiers) use a degree of membership/a
probability to express an object’s assignment to a class. The membership value usually
lies between 1.0 and 0.0, where 1.0 expresses full membership/probability (a complete
assignment) to a class and 0.0 expresses absolutely nonmembership/improbability. The-
reby the degree of membership/probability depends on the degree to which the objects
fulfill the class-describing properties/conditions. A main advantage of these soft me-
thods lies in their possibility to express uncertainties about the classes” descriptions. It
makes it also possible to express each object’s membership in more than just one class
or the probability of belonging to other classes, but with different degrees of mem-
bership or probabilities. With respect to image understanding these soft classification
results are more capable of expressing uncertain human knowledge about the world
and thus lead to classification results which are closer to human language, thinking and
mind. In other words: soft classifiers are more honest than their hard counterparts. But
unfortunately many applications using land use or land cover information are unable
to handle soft classification results. Thus, soft classification results must be hardened,
which can lead to shammed classification truths and accuracies.

Regarding classification methods, they can basically be separated into supervised and
unsupervised methods. While supervised methods ask the user how the desired classes
look, unsupervised methods are almost user independent. They rather can be seen as
statistical grouping methods, sorting objects by their properties into clusters with simi-
lar properties. Since unsupervised methods work almost automatically, supervised me-
thods have to be trained by the user — usually either by taking samples or by describing
the classes” properties. Therefore, the class-describing information must be as accurate,
representative and complete as possible, which is in most cases effectively impossible.
Hence, a class description can only be a general estimation of the desired class’s proper-
ties. Estimating the properties also means assuming a more or less known uncertainty
about the class description or a known vagueness about the properties’ measured values.



Formulating these uncertainties can only be achieved using soft classifiers. Comparing
unsupervised and supervised classification methods, each has its advantages and disa-
dvantages. Unsupervised methods are noticeably faster than supervised ones, but since
they are just a special way of sorting algorithms, their results have to be interpreted by
the user — which can be tough in some cases and lead to numerous repetitions of the
classification with slightly adjusted parameters. Another advantage of unsupervised
classifiers is their ability to analyze the objects statistics completely and systematically.
Thus, the results of an unsupervised classification can give useful indications of detec-
table classes, but, in general, formulating uncertainty is only possible if related to the
classification parameters, not to the classes and their properties themselves. In contrast,
supervised classification methods can be more labor intensive since the user has to
describe the classes’ properties either explicitly or by taking samples as typical represen-
tatives. Their advantages are firstly their usually higher quality and a priori counting
and naming of the classes and secondly the possibility to formulate explicit class-related
uncertainty. In cases of misclassifications especially the latter point eases the investigati-
on for these reasons. But the class descriptions themselves are also easier to understand
since they should be a result of human reasoning and thus easier to investigate.

Fuzzy classification systems

The most powerful soft classifiers are classifiers based on fuzzy systems. Fuzzy logic

is a mathematical approach to quantifying uncertain statements. The basic idea is to
replace the two strictly logical statements “yes” and “no” by the continuous range of
[0...1], where 0 means “exactly no” and 1 means “exactly yes.” All values between 0
and 1 represent a more or less certain state of “yes” and “no.” Thus, fuzzy logic is able
to emulate human thinking and take into account even linguistic rules. Fuzzy classifi-
cation systems are well suited to handling most vagueness in remote sensing informa-
tion extraction. Parameter and model uncertainties are considered as using fuzzy sets
defined by membership functions. Instead of the binary “true” and “false” multivalued
fuzzy logic allows transitions between “true” and “false.” Additionally, there are more or
less strict realizations of the logical operations “and” or “or.”

The output of a fuzzy classification system is a fuzzy classification, where the member-
ship degree to each land cover or land use class is given for each object. This enables
detailed performance analysis and gives insight into the class mixture for each image
object. This is a major advantage of soft classification. The maximum membership de-
gree determines the final classification to build an interface to crisp (boolean) systems.
Fuzzy systems consist of three main steps, fuzzification, fuzzy rule base and defuzzifica-
tion, which are briefly described in the following.



Fuzzification

Fuzzification describes the transition from a crisp system to a fuzzy system. It assigns

a membership degree (membership value) between 0 and 1 to each feature value. The
membership value is defined by a so-called membership function. Depending on the
shape of the function, the transition between “yes” and “no” can be crisp (for a rectan-
gular function) or fuzzy (see fig. 1, set M).

The set of feature values which produce a membership value higher than 0 can be
called a fuzzy set. In general, the broader the membership function, the vaguer the
underlying concept; the lower the membership values, the more uncertain is the assign-
ment of the set.

The combining of different features within a fuzzy system is always done after the
feature is fuzzified. Therefore, all input values for fuzzy combinations are in the range
between 0 and 1, independent of the dynamic of the originally crisp features. This
simplifies working in a high-dimensional feature space with different dynamics and fea-
tures of various types, e.g., backscatter from different sensors, geographic information,
texture information and hierarchical relations.

For successful classification a deliberate choice of membership function is crucial. This
allows the introduction of expert knowledge into the system. The better the knowledge
about the real system is modeled by the membership functions, the better the final
classification result.

Fig. 1: rectangular and trapezoidal membership func-
tions on feature x to define crisp set M (red) and fuzzy
set A [blue) u,(X)  over the feature range X;

u= 00

Fig. 2: The membership functions on feature x define
the fuzzy set low, medium and high for this feature.




It is possible to define more than one fuzzy set on one feature, e.g., to define the fuzzy
sets low, medium and high for one object feature. The more the memberships verlap,
the more objects are common in the fuzzy sets and the vaguer the final classification.
Fig. 2 shows three fuzzy sets defined for the feature x: low, medium and high. They are
characterized by overlapping triangular membership functions. For an image object
with a feature value of x = 70, the membership to class low is 0.4, to class medium is
0.2 and to class high is 0.0. If the feature value x equals 200, the membership to the
classes is 0.0, 0.0, 0.8, respectively.

Fuzzy rule base

A fuzzy rule base is a combination of fuzzy rules, which combine different fuzzy sets.
The simplest fuzzy rules are dependent on only one fuzzy set.

Fuzzy rules are “if — then” rules. If a condition is fulfilled, an action takes place. Re-
ferring to fig. 2, the following rule could be defined: “If” feature x is low, “then” the
image object should be assigned to land cover W. In fuzzy terminology this would be
written: If feature x is a member of fuzzy set low, then the image object is a member
of land cover W. According to the definition in fig. 2, in case feature value x = 70, the
membership to land cover W would be 0.4, in case x = 200, the membership to land
cover Wwould be 0.

To create advanced fuzzy rules, fuzzy sets can be combined. An operator returns a
fuzzy value that is derived from the combined fuzzy sets. How this value is derived
depends on the operator. The basic operators are “and” and “or.” “and” represents the
minimum, meaning that the minimum value of all sets defines the return value. “or”
represents the maximum value, meaning that the maximum value of all sets defines the
return value. The results are very transparent and ensure independence of the sequence
of logic combinations within the rule base (A “and” B gives the same result as B “and”
A). In addition a hierarchic structure following common logic (e.g., A “or” (B “and” C)
equals (A “or” B) “and” (A “or” C)) can be created easily.

A fuzzy rule base delivers a fuzzy classification, which consists of discrete return values
for each of the considered output classes (see fig. 3). These values represent the degree
of class assignment.

Fig. 3: fuzzy classification for the considered land
——————————————— cover classes urban, water and vegetation. The image
e N it T TR PR object is a member of all classes to various degrees (
0.3 _1____ _____l____

10, (0bject)= 0.6+ ey (0bect)= 0.8, 1, (Object)=0.3)

| Urban WaterVegetation

Please consider that fuzzy classification gives a possibility for an object to belong to a
class, while classification based on probability give a probability to belong to a class. A



possibility gives information on a distinct object. A probability relies on statistics and
gives information on many objects. Whereas the probability of all possible events adds
up to one, this is not necessarily true for possibilities.

The higher the return value for the most possible class, the more reliable the
assignment. In the example above, the membership to water u,,, (object)=0.8 is rather
high and in most applications this object would therefore be assigned to the class
Water. The minimum membership value an object needs to have in order to be assig-
ned to a class can be defined. See Functional Guide > Classification Basics > The clas-

sification process. The bigger the difference between highest and second highest mem-

bership value, the clearer and more stable the application. Classification stability and
reliability can be calculated and visualized within eCognition. See Functional Guide >
Accuracy Assessment and Statistics.

Fig. 4: fuzzy classification for the considered land cover classes Urban,

Water and Vegetation. The equal membership degrees indicate an
-—q———-q——-—7--—- unstable classification between these classes for the considered

image object. If the land cover classes can usually be distinguished

on the data set, this result indicates that all land cover classes are

within the image object to a similar degree. The high membership

value shows that the assignment to this class mixture is reliable
Urban Water\Vegetation Hysn OBt )= 11, (0ject)= 1t (Object)= 0.8.

n

=]
)

Fig. 5: fuzzy classification for the considered land cover classes Urban,
Water and Vegetation. The equal membership degrees again indicate
K an unstable classification between these classes for the conside-
red image object, as in fig. 4. However, the low membership value
W Object)= ., (object)= Moo (object)=0.2 indicates a highly
unreliable assignment. Assuming a threshold of a minimum mem-
0.2 bership degree of 0.3, no class assignment will be given in the final

s __I_————I—————I———— output.

| Urban WaterVegetation

Fuzzy classification with its enhanced analysis of classification performance of class
mixture, classification reliability and stability is possible, because fuzzy classification

is one powerful approach to soft classification. The results of the fuzzy classification

are an important input for information fusion in current and future remote sensing
systems with multidata sources. The reliability of class assignments for each sensor can
be used to find the most possible and probable class assignment. A solution is possible,
even if there are contradictory class assignments based on different sensor data, e.g., op-
tical sensors are regarded as being ess reliable than radar sensors if there is a heavy fog.

Defuzzification

To produce results like maps for standard land cover and land use applications, the
fuzzy results have to be translated back to a crisp value, which means that an object



is either assigned to a class or not. In the classification step, usually the class with the
highest membership degree is chosen. For this type of output, the rich measures of un-
certainty of the fuzzy classification are lost.

Defuzzification is the reverse process of fuzzification. It delivers a crisp classification. If
the membership degree of a class is below a certain value, no classification is performed
to ensure minimum reliability.

Further information on fuzzy systems in image analysis and remote sensing can be
found in the following references.



B. How is object oriented image analysis realized in
eCognition?

eCognition is consequently built upon an object oriented processing of image infor-
mation, as described in the first section of this chapter. However, specific methods for
segmentation and classification have been chosen in order to endorse the approach,
increase its capabilities and optimize the handling. Different procedures complete the
whole with data input and output, vectorization, training, interfaces for information,
accuracy assessment and statistics.

For initial segmentation it turned out that practically all known segmentation proce-
dures do not fulfill the requirements concerning the need for image object primitives
as qualitatively good abstractions of the original image information, in any chosen
resolution and as appropriate building blocks for further classification and processing.
eCognition therefore uses a segmentation procedure called multiresolution segmentati-
on which has been developed by Definiens Imaging.

Based on the possibility to generate image object primitives in any chosen scale, eCog-
nition allows the production of more than one object level and the connection of
these levels in a hierarchical manner. Embedded in this hierarchical network of image
objects, each object knows its adjacent objects, its sub-objects and its super-object.

By connecting the objects vertically, access to scale and advanced texture properties is
possible. The object hierarchy allows representation of image information in different
scales simultaneously.

Special vectorization algorithms can be applied and vector information added to the
image objects. Doing so, the image objects in eCognition come in a simultaneous
raster and vector representation. The polygons are used to display outlines to compute

shape features and export results in vector format.

The whole classification domain is based on fuzzy logic. Fuzzy logic supports an intui-
tive and transparent editing and handling of even complex rule sets. The frame for the
knowledge base for classification is the class hierarchy, which contains all classes of the
classification scheme.

Each class can be described by fuzzy rules, which base either on one-dimensional
membership functions or on a nearest neighbor classifier which can even operate on a
multidimensional feature space. Both are supervised classification methods. While the
first can be edited directly and enable the user to formulate knowledge about the image
content, the latter needs appropriate sample objects to determine the desired class’s pro-
perties. Samples can be selected manually (click and classify) or based on training areas



masks. Different classifiers can be combined within one class description using fuzzy
logic, which provides different operators such as “and” and “or,” for instance.
Classification results can be differentiated and improved by using semantic context
information: as soon as objects are classified according to their intrinsic and topological
features, classification can be refined using semantic features — mostly by describing
neighborhood relationships or the composition of sub-objects.

The class hierarchy supports semantic grouping of classes. This can be used to assign
classes of different attributes to a common class of superordinated semantic meaning.
In this case, the superior class does not need its own explicit class description. urban
green and urban impervious can be grouped to the class urban, for instance. A special
advantage in this case is to express context relations to the superior class: “embedded in
urban” addresses urban green as well as also urban impervious objects.

Additionally, the class hierarchy allows a grouping of classes for the purpose of inheri-
tance of class descriptions to child classes. A class such as grassland can be differentia-
ted by inheriting its class description to child classes such as urban green and agricultu-
ral grassland, for instance. This gives structure to the knowledge base: the level of detail
of a class description rises, the deeper the hierarchy branches.

With these possibilities the class hierarchy allows the efficient creation of a well-struc-
tured knowledge base of astonishing semantic richness. Together with fuzzy classifica-
tion this adds a lot of power to the object oriented approach to image analysis. Note:
class hierarchy is another thing and independent of image object hierarchy.

At the end the objects’ shape can be improved by classification and using knowledge-
based segmentation. Usually this leads to new image objects with new properties and
semantic relationships, which in turn can be classified according to their newly genera-
ted features.

Find in the following a description of all essential methods, including the description
and definition of all features for classification.



Multiresolution segmentation of image objects

Requirements

Segmentation is not an aim in itself. The purpose of image analysis can be a land cover
/ land use classification or the extraction of objects of interest. However, objects of in-
terest can in many cases be of considerable heterogeneity; see for instance the roofs in
fig. 1. A segmentation procedure following a relatively general homogeneity criterion
will in most cases not be able to directly extract the final areas or objects of interest.
For the object oriented approach to image analysis in eCognition, image objects resul-
ting from a segmentation procedure are therefore intended to be rather image object
primitives, serving as information carriers and building blocks for further classification
or other segmentation processes. In this sense, the best segmentation result is one that
provides optimal information for further processing.

Fig. 1: high resolution airborne data. Note the considerable hetero-
geneity of objects of interest, such as roofs.

For this purpose multiresolution segmentation
was developed, a new, patented segmentation
procedure. It allows the largely knowledge-
free extraction of homogeneous image object
primitives in any chosen resolution, especially
taking into consideration local contrasts. It ge-
nerally can be applied to a very large range of
data types; it works on an arbitrary number of
channels simultaneously and is especially suited
for textured or low contrast data such as radar
or VHR images.

In order to receive optimal raw material for ob-

ject oriented image analysis, the following aims
were defined at the beginning of the develop-
ment of multiresolution segmentation:

* A segmentation procedure should produce highly homogeneous segments for the op-
timal separation and representation of image regions.

* Since each image analysis problem deals with structures of a certain spatial scale based
on specific data, the average size of image objects must be adaptable to the scale of
interest.



* Almost all attributes of image objects — tone, texture, form and relations to adjacent
regions — are more or less scale-dependent. Only structures of similar scale are of
comparable quality and have comparable attributes. For this reason resulting image
objects should be of more or less same magnitude.

* The segmentation procedure should be universal and applicable to a large number of

different data types and problems.
* Segmentation results should be reproducible.

¢ Earth observation often produces large data sets. The segmentation procedure should
therefore be as fast as possible.

A strong and experienced source for the evaluation of segmentation techniques is the
human eye. By applying segmentation procedures to the automation of image analysis,
the activity of visual digitizing is replaced. No segmentation result — even if it is quanti-
tatively evaluated — will be fully convincing if it does not satisfy the human eye. Consis-
tent handling of local contrasts is a prerequisite for reaching this goal, as is the segmen-
tation of image regions of a more or less similar dimension, and finally, for producing
image objects of minimal border smoothness, even at the cost of spectral homogeneity
in strongly textured data.

An at first view self-evident, however in reality nontrivial expectation is reproducibility
of segmentation results for the same region, even if it appears in different subsets of the
same scene. The most common procedures for segmentation have difficulties at this
point. They perform optimisation and separation in a global feature space. The global
feature space however depends on the particular subset of the scene. The same image
area being part of different subsets will segment differently by means of such procedu-
res, always dependent on the particular feature space of the respective subset.

Definite measurement and comparability of segmentation results is a necessary prere-
quisite for the evaluation of a segmentation technique. Given a certain definition of
heterogeneity for image objects and a certain average size of image objects, possible
criteria are:

(1) Average heterogeneity of image objects should be minimized; or

(2) Average heterogeneity of image objects weighted by their size should be minimized.

For the development of multiresolution segmentation, preference was given to the se-
cond criterion. Without changing its meaning it can be reformulated as:



(2) Average heterogeneity of pixels should be minimized. The heterogeneity of the
image object to which it belongs is assigned to each pixel.

This second formulation emphasizes the requirement that each part of an image must
contribute equally to the evaluation of the heterogeneity of the segmentation results.

The result of a segmentation process in this conceptualisation leads to image object pri-
mitives as a first approximation to image objects of the real world, concerning a given
problem. However, this approximation should be a universal high-quality solution ap-
plicable to many problems and even work on textured image data of arbitrary type.

The procedure

Multiresolution segmentation is a bottom up region-merging technique starting with
one-pixel objects. In numerous subsequent steps, smaller image objects are merged into
bigger ones. Throughout this pairwise clustering process, the undetlying optimization
procedure minimizes the weighted heterogeneity 74 of resulting image objects, where
7 is the size of a segment and /4 an arbitrary definition of heterogeneity. In each step,
that pair of adjacent image objects is merged which stands for the smallest growth of
the defined heterogeneity. If the smallest growth exceeds the threshold defined by the
scale parameter, the process stops. Doing so, multiresolution segmentation is a local
optimisation procedure.

To achieve adjacent image objects of similar size and thus of comparable quality, the
procedure simulates the even and simultaneous growth of segments over a scene in each
step and also for the final result. Thus, the procedure starts at any point in the image
with one-pixel objects. A treatment sequence based on a binary counter guarantees a
regular spatial distribution of treated objects. However, for obvious reasons, such a se-
quence contains a stochastic, historical element.



Computation of the heterogeneity criterion

For the description of spectral or color heterogeneity in eCognition the sum of the
standard deviations of spectral values in each layer weighted with the weights for each
layer W are used:

1 h=2WC'O'C

In many cases the exclusive minimization of spectral heterogeneity leads to branched
segments or to image objects with a fractally shaped borderline, see fig. 2. This effect is
even stronger in highly textured data, such as radar data.

Fig. 2: segmentation of a LANDSAT scene with exclusive optimiza-
tion of spectral homogeneity

For this reason it is useful in most cases to
mix the criterion for spectral heterogeneity
with a criterion for spatial heterogeneity, in
order to reduce the deviation from a compact
or smooth shape. Heterogeneity as deviation
from a compact shape is described by the ratio
of the de facto border length /and the square
root of the number of pixels forming this
image object.

) h=—

/
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A further possibility of describing shape heterogeneity is the ratio of the de facto bor-
der length /and the shortest possible border length b given by the bounding box of an
image object parallel to the raster.

3)h=i
b

The application of this definition of heterogeneity optimises the smoothness of the
shape of resulting image objects. Fig. 3 shows a segmentation result that was gained by
mixing these two shape criteria with the spectral criterion. The image objects are of a
more compact form and show much smoother edges. Although they might not be as
homogeneous with respect to color, they are more satisfying to the human eye.



Fig. 3: segmentation of a LANDSAT scene with optimization of
spectral homogeneity together with shape homogeneity

These three criteria for heterogeneity can be
applied in a mixed form (see also dialog box
“Multiresolution Segmentation”). Criteria

2) and 3) are additionally summarized to a
general shape criterion. Especially in strongly
textured data, such as radar, the shape criterion
helps to avoid a fractal shaping of objects. In
the following, you find how these parameters

are transformed into fusion values which deter-
mine the fit of two adjacent segments.

In order to determine the outcome of the segmentation algorithm, the user can define
several parameters, like the scale parameter, the single layer weights and the mixing of
the heterogeneity criterion concerning tone and shape. A comparison of a fusion value
with the scale parameter defines the break-up criterion. As mentioned above, the scale
parameter is a measure for the maximum change in heterogeneity that may occur when
merging two image objects. Internally, this value is squared and serves as the threshold
which terminates the segmentation algorithm. When a possible merge of a pair of
image objects is examined, a fusion value between those two objects is calculated and
compared to the squared scale parameter.

The heterogeneity criterion consists of two parts: a criterion for tone and a criterion for
shape. The spectral criterion is the change in heterogeneity that occurs when merging
two image objects as described by the change of the weighted standard deviation of the
spectral values regarding their weightings. The shape criterion is a value that describes
the improvement of the shape with regard to two different models describing ideal
shapes.

The overall fusion value fis computed based on the spectral heterogeneity ., and

color
as follows:

the shape heterogeneity A,

shape

4) f=W'hcolor+(1_W)'h

shape

where w is the user defined weight for color (against shape) with 0 w 1.

The standard deviations themselves are weighted by the object sizes :
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The shape criterion again consists of two subcriteria for smoothness and compactness.
The calculation of these criteria is explained above. Based on the user defined weights,

6) hxhupe = Wcmpct ) hcmpct + (1 - Wcmpct) ) hsmooth
is calculated as being the user defined weight for the compactness criterion.
Again, the change in shape heterogeneity caused by the merge is evaluated by calcula-

ting the difference between the situation after and before the merge. This results in the
following methods of computation for smoothness and compactness:

l l .. L.
Moot = Mrterge e obj1 o + Nopjn * P2 | and
b b b
Merge Obj1 0bj2
lMerge lObjl lObj 2

8) h

cmpct = nMerge ’ - nObjl ) f + nOij )
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with 7 being the object size, / the object perimeter and & the perimeter of the bounding
box.

Throughout the segmentation procedure, the whole image is segmented and image
objects are generated based upon several adjustable criteria of homogeneity or hetero-
geneity in color and shape. Adjusting the so-called scale parameter indirectly influences
the average object size: a larger value leads to bigger objects and vice versa. Additionally
the influence of shape as well as the image’s channels on the object’s homogeneity can
be adjusted. During the segmentation process all generated image objects are linked to
each other automatically.

Find a detailed description in Baatz & Schipe, 2000.



Results

Fig. 4 shows how multiresolution segmentation, for instance, works on VHR data, an
example for textured data. Image regions of different texture are separated, even when
they are of similar spectral mean value (see, e.g., trees and meadows). Multiresolution
segmentation, in particular, extracts regions of local contrast. The algorithm uses a
description of heterogeneity weighted by the size of image objects. Small areas, which
deviate in tone from their surrounding, are therefore merged with the surrounding.
This is often the case in earth observation data and enables eCognition in principle to
work even on rather noisy data. However, if these smaller areas are of interest, multi-
resolution segmentation could be applied with a smaller scale parameter, extracting in
principal image objects of smaller average size. The typical result of a segmentation run
is: bigger homogeneous image objects (e.g., meadow), smaller heterogeneous image ob-
jects (e.g., trees) and smaller homogeneous image objects embedded in a high contrast.
In addition, multiresolution segmentation yields image objects of similar scale. For this
reason, grassland in this image is represented by several homogeneous image objects. All
those objects however can be assigned to the same land use class by the classification.

Fig. 4: multiresolution segmentation result
of VHR data

The number of degtees of freedom to
separate an image into a given number
of segments is astronomical. Multireso-
lution segmentation is an unsupervised,
constrained local optimization procedure
minimizing the weighted heterogeneity
of image objects. As described above, the
distributing treatment sequence contains
a certain historicity. This can result in
slight differences between segmentation
results, especially for borders between
image objects of low contrast, such as the
meadow segments in the picture; howe-
ver, the principal quality of segmentation
does not change. In most cases such
similar image objects will be assigned

to the same class in the classification
process, i.e., the border between them
is not significant. Borders between regions of significant contrast will be represented
in a reproducible way. If contrasts of interest are not considered, they can be extracted
by choosing a smaller scale parameter in a reproducible way. The more homogeneous
image data are, and the higher the portion of spectral homogeneity in comparison to



shape homogeneity in the homogeneity criterion, the higher the degree of reproducibi-
lity. eCognition initializes the random number generator for the distributing treatment
sequence for each run with the same value, leading to 100 % reproducible segmentati-
on results for the same subset of a scene.

Note that neither human digitizing nor segmentation methods optimizing a global fea-
tures space result in completely reproducible results. With its local optimization proce-
dure eCognition is especially able to extract local contrast, comparable to the human
eye. The quality is furthermore independent of the subset of the scene, as there are no
decisions made based on distributions in a global feature space, which of course chan-
ges from subset to subset of the same scene.

Plane and diagonal neighborhood

eCognition distinguishes between two definitions of pixel neighborhood,

see fig. 5:

Plane 4-neighborhood:
Pixels and objects are only defined as neighbors if they
are connected at their plane borders.

Diagonal 8-neighborhood:
Pixels and objects are defined as neighbors if they are
connected at a plane border or a corner point.

Fig. 5: plane and diagonal neighborhood

Note that the choice of diagonal or plane neighborhood in the first application of mul-
tiresolution segmentation in an eCognition project determines the definition of neigh-
borhood for all other segmentation and classification procedures. In most cases the
plane 4-neighborhood is the appropriate choice, which also works significantly faster
than the diagonal 8-neighborhood.

Only in image data of relatively coarse resolution with structures of interest near to the
pixel scale (e.g., streets in LANDSAT data), is the diagonal 8-neighborhood of advan-
tage. Imagine an image object, e.g., a street, that is at one point connected by only the



corner points of two pixels. Segmentation with plane 4-neighborhood will lead to two
objects, because the objects are not connected at their plane borders, see fig. 6. The
diagonal 8-neighborhood approach recognizes the connection at the corner points and
the segmentation results in a single object.

Plane 4-neighborhood Diagonal 8-neighborhood
(two objects) (one object)

Fig. B: a thin structure in plane and in diago-
nal neighborhood

The time to perform a segmentation is longer if you use the diagonal 8-neighborhood.
In most cases, especially when using VHR data, even line objects cover an arez and
the plane 4-neighborhood is the adequate segmentation modus. Use diagonal 8-neigh-
borhood only in cases where structures of interest are close to the pixel scale, such as

streets in LANDSAT data.

Internal composition of the heterogeneity criterion (fusion values)

To determine the outcome of the segmentation algorithm, the user is able to define se-
veral parameters, like the scale parameter, the amount of color and shape, and the single
layer weights. This section describes how this user defined parametrisation is treated by
the software.

As mentioned above, the scale parameter is a measure for the maximum change in
heterogeneity that may occur when merging two image objects. Internally, this value

is squared and serves as the threshold which terminates the segmentation algorithm.
When a possible merge of image objects is examined, a fusion value between those two
objects is calculated which can be compared directly to the squared scale parameter.

The fusion value mentioned above consists of two parts: A color criterion and a shape
criterion. The color criterion is the change in heterogeneity that occurs when merging
two image objects, as described by the change of the weighted standard deviation of
the spectral values regarding their weightings. The shape criterion is a value that descri-



bes the improvement of the shape with regard to two different models describing ideal

shapes.

The overall calculation of the fusion value fout of the color heterogeneity /., and

color
is performed as follows:

the shape heterogenity /,

shape

f=w-h,, +(1-w)-h

color shape

where w is the user defined weight for color with 0 = w <1.

The color criterion /1

ol 18 the weighted mean of all changes in standard deviation for

each channel ¢. The standard deviations O themselves are weighted by the object sizes
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consists of two parts: smoothness and compactness. The

The shape criterion &

shape
calculation of these criteria is explained above. For the shape criterion they have to be

mixed using the user defined weights:

h

shape

h
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withO<w,, . <1 being the user defined weight for the compactness criterion. Again
the change in shape heterogeneity caused by the merge is evaluated by calculating the
difference between the situation after and before the merge. This results in the follo-

wing methods of computation for smoothness and compactness:
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with 7 being the object size, / the object perimeter and & the perimeter of the bounding
box.



Segmentation of sub-objects for the purpose of line analysis

eCognition provides special features for the object oriented line analysis of image ob-
jects. For this purpose you will find, in addition, that the “normal” segmentation mode
is a special modus for sub-object extraction using the multiresolution segmentation
procedure. It operates with exclusive use of the criterion for maximizing compactness.
The scale parameter — here ranging from 0.5 to 1 — determines the maximum relative
border length of sub-objects to neighbors which are not sub-objects of the same supe-
rior object.

For the analysis of image objects such as in fig. 7 the specific image object level can be
subsegmented. The results are compact sub-objects which guarantee a minimum and
maximum border length to the outer environment. Operating from center point to
center point of these sub-objects means that it is possible to easily analyze the length of
a curved line, average thickness, curvature etc.

Fig. 7: linear structure subsegmented into compact objects

The hierarchical network of image objects

The different techniques for segmentation in eCognition can be used to construct a
hierarchical network of image objects which represents image information in different
spatial resolutions simultaneously. The image objects are networked, so that each image
object “knows” its context (neighborhood), its super-object and its sub-objects, see fig.
8. Thus, it is possible to define relations between objects, e.g., “Rel. Border to Forest,”
and to utilize this kind of local context information.

Starting at the level of pixels the levels are consecutively numbered.

This hierarchical network is topologically definite, i.e., the border of a super-object is
consistent with the borders of its sub-objects. The area represented by a specific image
object is defined by the sum of its sub-objects’ areas. Technically this is carried into
effect relatively simply, since all segmentation techniques used in eCognition are region
merging algorithms. Each level is constructed based on its direct sub-objects, i.e., the



sub-objects are merged into larger image objects on the next level. Merging is limited
by the borders of super-objects; adjacent image objects cannot be merged when they
are sub-objects of different super-objects. In eCognition, image objects are defined as
being spatially self-consistent.

Fig. 8: hierarchical network of image objects in abs-
tract illustration

The hierarchical network of image objects provides possibilities for innovative techni-
ques:

* Structures of different scales can be represented simultaneously and thus classified in
relation to each other.

* Different hierarchical levels can be segmented based on different data; an upper layer,
for instance can be built based on thematic land register information, whereas a lower
layer is segmented using remote sensing data. Classifying the upper level, each land
register object can be analyzed based on the composition of its classified sub-objects.
By means of this technique different data types can be analyzed in relation to each
other.

* The shape of image objects can be corrected based on a regrouping of sub-objects.

Note! It is obvious that in this case the sequence in which the levels are segmented
plays an important role. It makes a difference which level is constructed first. In
this case, for instance, it would make sense to first build the cadastral level and
then to create sub-objects. Again, adjacent sub-objects cannot be merged if they
are not sub-objects of the same super-object.

A powerful technique is the analysis of image objects based on sub-objects. For this
task you have the following possibilities:

* Texture analysis based on sub-objects, classifying attributes of all sub-objects of an
image object on average. Attributes can for instance be contrast or shape.

* Line analysis based on sub-objects.



* Class-related features: relationships to classified sub-objects, such as the relative area
of other image objects assigned to a certain class.

Another application of the hierarchical network of image objects is to classify image
objects in relation to their respective super-object.

All segmentation procedures provided by eCognition operate on arbitrary levels in this
hierarchical network. Since the level of pixels and the level of the whole image always
exist by definition, each segmentation of a new level is a construction in between a
lower and an upper level. To guarantee a definite hierarchy over the spatial shape of all
objects the segmentation procedures follow two rules:

* Object borders must follow borders of objects on the next lower level.

* Segmentation is constrained by the border of the object on the next upper level.



Handling of vector information
Vectorization

eCognition supports a simultaneous raster / vector representation of image objects.
After segmentation, vectorization functionality allows production of polygons for each
image object. This vector information is produced in different resolutions for different

purposes.

For rendering outlines of image objects independently of the zoom, eCognition produ-
ces polygons along the pixel raster (fig. 9: polygons 1) or slightly abstracted polygons
(fig. 9: polygons 2). The latter polygons are referred to in the following as base poly-
gons. They are created with respect to the topological structure of image objects and
are used for exporting vector information, too. More abstracted vector information
represents the shape of image objects independently of the topological structure (fig.

9: polygons 3) and is used for the computation of shape features. Theses polygons are
referred to as shape polygons.

Fig.9: different polygon
types for the vecto-
rization of segments

Vectorisation step 1
/image objects.

raster-parallel vectors

symmetric for adjacent objects

Vectorisation step 2

Straight edges, pject 4 [
regarding topological structure ym_‘u
symmetric for adjacent objects I: i s

Vectorisation step 3 AR object 3
Edges characterising the shape I_‘ - -
of image objects g Fr’\jj ;
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The computation of base polygons is done by means of a Douglas Peucker algorithm.
The Douglas Peucker algorithm is one of the most common procedures for polygon
extraction. It is a top-down approach, which starts with a given polygon line and divi-
des it into smaller sections iteratively. Given the two end points of a polygon line — in
eCognition typically these two starting points are topological points, see yellow marks
in fig. 9 — the algorithm detects this specific point on the polygon line with the largest
vertical distance to a line connecting the two end points, see fig. 10. At this detected
point, the polygon line is cut into two shorter polygon lines, fig. 10 b. This procedure
continues until the longest vertical distance is smaller than a given threshold, fig. 10 c.
In other words: the threshold describes the strongest possible deviation of the polygon



from the underlying raster. In eCognition, this threshold can be defined in the dialog
box “Create Polygons” and is measured in pixel units.

no distance larger
than threshold

largest distance

a b c

Fig. 10: Douglas-Peucker algorithm:
a) start configuration and detection of largest distance; b) new state after dividing into two sections; ¢ final result, no
further division as no distance is larger than given threshold.

The Douglas-Peucker algorithm in its pure application suffers in some cases in produ-
cing relatively acute angles. Therefore, in eCognition, in order to improve the resul,
angles smaller than 45 degrees are detected in a second run. From the two particular
vectors at such an angle, that one is subdivided which will result in the largest angles.
This procedure continues in iterative steps until there are no angles smaller than 45
degrees.

For high thresholds, which produce a strong abstraction from the original raster, slivers
and intersections within and between base polygons can arise. This can be especially
disturbing when these base polygons are used for export. In order to avoid this effect,
an additional, optional algorithm detects intersections and fractionises the affected
vectors.

The shape polygons are created by means of a derivative of multiresolution segmenta-
tion (3), in this case not applied to image regions but to single vectors. In contrast to
the Douglas-Peucker algorithm this procedure is a bottom-up approach. Starting with
base polygons, the single vectors are subsequently merged, optimizing a homogeneity
criterion. It is important to understand that the heterogeneity of single shape vectors is
defined as deviation of the underlying base vectors. Thus, a threshold of 0 will always
produce shape polygons identical with the underlying base polygons. The resulting
shape therefore depends also on the threshold of the base polygons. A threshold bigger

then 0 will result in a stronger abstraction than the base polygons.

Concretely, the deviation is computed as the maximum of the difference of length
between shape vector and underlying base vectors and the sum of the lengths of the
vertical parts of the underlying base vectors to the shape vector. Iteratively, the two ad-
jacent vectors of a polygon which result in the smallest heterogeneity are merged. This
continues until the predefined threshold is reached. As shown in figure 1, the resulting



shape polygons are independent of the topological structure and therefore specific for
each single image object. A straight edge of a segment is represented as one vector, even
if it contains a topological point (figure 1, yellow marks). Thus, fractally shaped parts
of the boundary of an image object are represented in a characteristic way by a number
of short vectors, whereas straight edges are represented by long edges. Based on these
shape polygons a lot of different shape features can be computed.

It must be mentioned that vectorization cannot be applied to image objects which are
built using plain neighborhood. Diagonal neighborhood can result in segments with
mutual diagonal permeation. It is possible to represent such segments based on raster
but not based on polygons.

Skeletons

Based upon the objects’ shape polygons, skeletons are created. Although the skeletons
are only shown for individually selected objects they are created on demand for image
objects for which polygons were created. By creating skeletons, the objects’ shape can
be described more accurate, since with skeletons it is possible to describe the inner
structure of an object.

To obtain the skeletons, eCognition first performs a Delaunay triangulation of the
objects’ shape polygons. The skeletons then are created by identifying the mid points
of the triangles and connecting them (see fig 11). Thereby the triangles’ mid points are
determined by connecting the midpoints of the triangles” sides.

To find skeleton branches, three types of triangles are created: branch-triangles (three-
neighbor-triangle), connecting triangles (two-neighbor-triangles) and end-triangles
(one-neighbor-triangles; see fig. 11). Branch triangles indicate branch-points of the
skeleton, whereas two-neighbor-triangles indicate a connection point and end-trian-
gles indicate end-points of the skeleton. To obtain the skeleton, the generated points
become connected whereby the main line is represented by the longest possible connec-
tion of branch-points. Beginning with the main line, the connected lines then become
ordered according to their types of connecting points (see fig. 11). The branch order is
comparable to the streamorder of a river network. Respectively, each branch obtains an
appropriate order value (see fig. 11): The main line always holds a value of 0 while the
outmost branches have the highest values, depending on the objects’ complexity (see

fig. 11).
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Fig. 11: Creation of skeletons based upon
a Delaunaytriangulation of image objects’
shape polygons.

Beside a more accurate shape
description, skeletons are also
used for an automated object
shape correction (automated
object cut). Thereby, the degree
of abstraction of the new crea-
ted objects is determined by the
branch order from where-on the
object is cut. When cutting an
object automatically, the cutline
is always determined by the tri-
angle structure:

———

Fig. 12: Automatic object cut. Left: branch order 1 (red), branch order 2 (green). Middle: resulting object after cut by
branch order greater-equal to 1. Right: resulting object after cut by branch order greater-equal to O.

Regarding the results, automated object cut can be understood as pruning the object’s

skeleton from outside to inside.



Vector format import and export

eCognition supports the import and export of thematic data in shape format. As eCog-
nition is a region based analysis system, only polygons are considered for import and
export, and not line or point information.

In order to make thematic information accessible for the raster based algorithms in
eCognition, vector data need to be rasterized when imported. During the import rou-
tine for shape files, eCognition detects the resolution of the project that was defined
when importing image raster data. Using this resolution, a thematic raster *.tif file is
produced with the same name as the original *.shp file and the additional extension
_#._id... r stands for the resolution, and after i# you will find a number which defines
the chosen subset in a definite way. If you for instance import a shape file “thematic.
shp” then you might receive a derived raster file named “thematic_ r15_id312677.
tif.” This file is saved on the hard disc in the same folder as the shape file. From now
eCognition will handle the imported thematic information in the form of a thematic
raster layer. The reloading of a saved project will always refer to the converted *.tif file
and not to the original vector data. Explicit information about resolution and lower left
corner is necessary in order to avoid the converted *.tif files’ being overwritten while
using the same vector files in different projects with different resolutions or different
subsets.

For the transition of a shape file into raster, eCognition uses a simple criterion in order
to assign a pixel to the one or the other thematic class: it chooses the class with the
maximum coverage of the pixel’s area. There is in principal no definite relation bet-
ween vector and raster representations of shapes. For this reason, note the following
particularities: It might happen that contiguous structures in the shape format are
disjointed into several areas when converting them into raster format. This happens
especially when structures represented by polygons are thinner than the size of a single
pixel. When using the converted *dif files for segmentation in eCognition, the resulting
image objects will be separated, too.

Due to the necessary raster conversion it might happen that the polygons in the expor-
ted shape files slightly differ from the polygons in imported vector data, even if you
used exclusively the latter for segmentation. The exported polygons are produced based
on first rasterizing the imported shape information and then transferring the resulting
image objects again into vector format by means of eCognition’s vectorization proce-
dure. Due to the subtle change of information in each of these transfers, a complete
match cannot be guaranteed.

The export of image objects as polygons simply uses the base polygons produced th-
roughout vectorization. Therefore, before exporting image objects in shape format, a
vectorization must be performed using an appropriate threshold for abstraction. It is
recommended to additionally apply the algorithm which avoids slivers.



Fuzzy classification in eCognition

Fuzzy classification is a simple technique which basically translates feature values of
arbitrary range into fuzzy values between 0 and 1, indicating the degree of membership
to a specific class. Fuzzy classification was chosen for the analysis of image objects in
eCognition because

* by translating feature values into fuzzy values, it standardizes features and allows the
combination of features, even of very different range and dimension,

* it provides a transparent and adaptable feature description, especially compared to neu-
ral networks,

* it enables the formulation of complex feature descriptions by means of logical opera-
tions and hierarchical class descriptions.

Each class of a classification scheme formulated in eCognition contains a class descrip-
tion. Each class description consists of a set of fuzzy expressions allowing the evaluation
of specific features and their logical operation. The output of the system is twofold:

a fuzzy classification with detailed information of class mixture and reliability of class
assignment, and a final crisp classification where each object is assigned to exactly one
class (or none, if no assignment was possible).

A fuzzy rule can have one single condition or can consist of a combination of several
conditions which have to be fulfilled for an object to be assigned to a class. In eCog-
nition the conditions are defined by expressions which are inserted into the class de-
scriptions. Expressions can be membership functions, similarities to classes, or a nearest
neighbor. In the following the definition of single conditions and the logical combina-
tions of several conditions are described.

Single conditions

A single condition is defined by a one-dimensional membership function. For image
object features, one-dimensional membership functions are defined by a graphical in-
terface (see Functional Guide > Classification Basics). At this point, you can integrate
all available knowledge about the relations between features and class assignment. The
flexible fuzzy approach allows integration of knowledge close to human thinking. (see
above Concepts & Methods > Fuzzy classification systems).

The simplest fuzzy rule you can create with eCognition, is to base your class assign-
ment on only one condition, one single fuzzy feature. Take the following example:



The class water is defined by a low layer mean.

First, the membership function for the object feature “layer mean” has to be defined for
the fuzzy set “low layer mean (LLM)”. Then you formulate a fuzzy rule representing
your knowledge about the relation between the values of layer mean and the class assi-
gnment:

if layermean (object) € LLM, then land cover (object) =  water

The first part in the rule represents the condition for the second part.

In eCognition this rule is realized very straightforwardly. Within the class hierarchy the
class water is inserted and the object feature “layer mean” is selected. For this object
feature the membership for fuzzy set LLM is defined using the graphical interface.
Here, the fuzzy set LLM automatically corresponds to the land cover class water.

In the case of only one condition the image object’s membership to the class water
equals the membership of the feature “layer mean” to the fuzzy set LLM.

Uyurer (ObjeCt) = 10 LLM(layer mean(object))

Combinations of conditions

Usually the rules necessary to describe, for example, a land use class are more com-
plicated than described above. Classes often consist of combinations of conditions
connected by operators like “and,” “or” and “not.” The class river could for example be
described as all water objects which have a high length/width ratio. The fuzzy set “high
length/width ratio” HL/W is defined by a membership function for the object feature
“length/width ratio”.

Thus, the above example could be extended by
if (layer mean(nbject) € LLM) AND (Iength/width(ohject) € HL/W), then land mver(()hjec‘t) = river

If the minimum operator is chosen, the image object’s membership to the class river
equals the minimum value of the two individually calculated memberships:

U, (Object) = min(ul_w (layer mean(nhject)), o (length / width(()bject)))

The output of these fuzzy rules can be the input to the next fuzzy rule. Thus a well-
structured hierarchy is created. Even the simple example with a twofold condition



given above could be structured hierarchically. One rule defines “water” the second one
specifies the subset “river” within the class water.

IF the first rule is fulfilled, THEN the second one is carried out.

1 e (objec!,) = Himg (Iayer maan [objecﬁ))
2 pegolobiect) = min (g, land cover(obiect)), g, wllength | width (ohiect)))

This hierarchy allows the easy definition of an additional class, lzke, characterized by
low length/width ratio (a fuzzy set LL/W is defined) A second rule is inserted in the
lower hierarchy level.

The structure of the rule base shows very clearly that the classes r/ver and lake are simi-
lar. They differ only in one condition. Using hierarchy makes this relation obvious and
simplifies definitions. Both contribute to a consistent overall rule base.

1 Hpaser (ob_,r'ecf.) = Mg (fayer mean [objecf))
21 ppe (objecﬁ) = tnin (ywm (Icmd cover (ofyecz)), Harew (.s’ex;gzk Fwidth (objeci)))
22 gy lobiect) = min (g, (land cover(ohiect)), gy lengih Dwidth (okiect)))

If the fuzzy set LL/W is complementary to HL/W , this rule base would result in a clas-
sification of all water image objects either to land cover 7iver or land cover lake. Rather
than defining the membership for fuzzy set LL/W independently, the inversed similari-
ty operator should be used to ensure a consistent rule base.

1 . (object) = M,I,M(Iayer mean(ubjgct))
2.1 W (Object) = min(‘unm (land cover(object)), ,um_/W([engrh/width(ohject)))

22 Wi (0bject) = min(uwm (land cover(nbjecl)), ,u,_uw(length/width(abje('t)))

Creation of conditions in multidimensional feature space by nearest neighbor classifica-
tion

Using a combination of one-dimensional membership functions as described above,
one can cover a multidimensional feature space. However, the form of the resulting
multidimensional membership function is restricted. This restriction can lead to an in-
sufficient class description and make classification impossible.

Thus, a direct creation of conditions in the multidimensional feature space is necessary.
eCognition provides a fuzzy realization of the nearest neighbor classification to do this.
The nearest neighbor (see Functional guide > Classification basics) is applied to selec-

ted object features and is trained by sample image objects. The fuzzy realization of the
nearest neighbor approach — which is used in eCognition — automatically generates



multidimensional membership functions. They are suitable for covering relations in

high-dimensional feature space. In comparison to pixel-based training, the object-based

approach of the nearest neighbor requires fewer training samples: one sample object

already covers many typical pixel samples and their variations.

The nearest neighbor classifies image objects in a given feature space and with given

samples for the classes of concern.

feature 2 4 Samples of class red

*—_,

&
L2l
Samples of class blue

Fig. 11: principle of nearest neighbor classification

However, all class assignments in eCognition are
determined by assignment values in the range 0 (no

>

feature 1

The principle is simple: first, the
software needs samples, typical rep-
resentatives for each class. As eCog-
nition is based on an object oriented
approach to image analysis, specific
image objects are addressed to be the
samples. After a representative set

of sample objects has been declared
for each class, the algorithm searches
for the closest sample object in the
feature space for each image object.
If an image object’s closest sample
object belongs to Class A, the object
will be assigned to Class A.

assignment) to 1 (full assignment). The closer an image V(S ) _ v(") :
object is located in the feature space to a sample of d= E R
class A, the higher the membership degree to this class. ¥i Of

eCognition computes the distance as follows:

d Distance between sample object s and image object o.
p ] ge obj

Vj(fs) Feature value of sample object for feature f-

V;U) Feature value of image object for feature f

O,  Standard deviation of the feature values for feature /.

The distance in the feature space between a sample object and the image object to be

classified is standardized by the standard deviation of all feature values. Thus, features

of varying range can be combined in the feature space for classification. Due to the



standardization, a distance value of 4 = 1 means that the distance equals the standard

deviation of all feature values of the features defining the feature space.

Based on the distance 4 a multidimensional, exponential membership function z() is

computed.

Z(d) _ e—k-dz

The parameter 4 determines the decrease of z(d). You can define this parameter with

the variable function slope, whereby
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Fig. 12: nearest neighbor mem-
bership function; starting from
the sample objects point in the
features space, a membership
function is computed depending
on the function slope. Depending
on the different distances bet-
ween image object and sample
object, different membership

values result.

The function slope equals z(d) for d=1, see fig. 12. Thus, the function slope is the

membership value of an image object to a class, if the closest sample object of that class

has a distance to the image object which equals the standard deviation of the feature
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values from the closest
sample object. The de-
fault value for the func-
tion slope is 0.2. Fig. 13
demonstrates how the
exponential function
changes with different
function slopes.

Fig. 13: nearest neighbor clas-
sification; different membership

values for the same object for
different function slopes.



The smaller the parameter function slope, the narrower the membership function.
Image objects have to be closer to sample objects in the feature space to be classified.
If the membership value is less than the minimum membership value (default setting
0.1), then the image object is not classified.

Differences between the application of membership functions and nearest neighbor

The examples below illustrate the differences and characteristics for class descriptions
by combining one-dimensional membership functions and nearest neighbor:

Membership Functions

Fig. 14: overlap of class
descriptions based on
membership functions in

a two-dimensional feature space

feature 2

Factual distribution of class:

' e

% h

Areas defined by the
range of the Member-
ship Functions of the
classes blue and red

. (Overlap)

b feature 1

Interactive editing of membership functions — as it is possible in the one-dimensional
case in eCognition — allows the formulation of knowledge and concepts. Rule base
development to form multidimensional dependencies is very clear and an adaptation is
easily possible. However, if one combines one-dimensional membership functions, the
form of the resulting multidimensional membership functions is restricted and often
does not match the necessary class description closely enough.

Therefore, if a class can be separated from other classes by just a few features or only
one feature, we recommend the application of membership functions, otherwise the
nearest neighbor is suggested.

The factual distribution of classes b/ue and red do not overlap. However, notice that
the membership functions describing the class b/ue (blue trapezoids /T

) in fig. 14, feature 1) create an overlap with the membership function describing the
class red (red trapezoid). The area of these overlaps in the feature space increases with
its number of dimensions. When using two features to describe the classes red and blue,
the areas defined by the range of the membership functions (red and blue rectangles )
produce an enormous overlap. This overlap can be reduced if multidimensional mem-



bership functions are directly designed, because the actual distribution of the class red
can be approximated much better.

The use of a nearest neighbor (NN) to define these multidimensional membership
functions is therefore advisable if you intend to use several object features for a class
description. There are several reasons for the use of NN:

NN evaluates the correlation between object features favorably.

Overlaps in the feature space increase with its dimension and can be handled much
easier with NN.

NN allows very fast and easy handling of the class hierarchy for the classification (wit-
hout class-related features).

However, the feature space should also be kept as small as possible for a nearest neigh-
bor classification, if you want to keep a reasonable number of sample objects for each
class.

The two illustrations below show the procedure of a NN classification schematically. In
a first step a few sample objects (samples) for each class are declared, see fig. 15.

- Fig. 15: initial training of nearest
NEG rest NEIg thI’ I neighbor classification for the
same class distributions as
I in fig. 14.
&
2
'g; Factual distribution of class:
® ' . A first classification
can be started after-
wards. The algorithm
red
searches the closest
S— sample in the feature
® samplesof s e space for each image
U object. If an unclassi-
fied image object

feature 1

(O) is situated in the
feature space next to a
sample of class blue, it
will be assigned to this class, for instance.

Image objects that have not been assigned to any class and incorrectly classified objects
can be chosen as additional samples to improve the classification result.



As you can see below, even objects situated on the edge of a class in an elongation can
be integrated in the classification. Furthermore, separate classes, like the class b/ue in
this example, can be classified straightforwardly.

: Fig. 16: refi it of t
Nearest NEIgthF 1] Ig. re |nen.1.en .D neares

neighbor classification for the
same class distributions as in
fig. 14 and fig. 15.

feature 2

Factual distribution of class:

@ samples of class blue
@ samples of class red

@ image object to be classified

feature 1

Combine conditions created with different approaches in a fuzzy rules base

Independent from the approach to define a condition and independent from the com-
plexity of the condition, the fuzzy system will deliver one single value as the degree

of fulfillment of the condition. This degree determines the result of the rule. Thus, it
is clear that one can deliberately combine conditions in a rule base, independent of
whether they are defined by a combination of one-dimensional membership functions
or by nearest neighbor. This gives you great flexibility: For each condition and class
description, the best fitting method can be chosen.



The class hierarchy

The class hierarchy is the frame of eCognition’s “language” for formulating the know-
ledge base for classifying image objects. It contains all classes of a classification scheme
in a hierarchically structured form. The relations defined by the class hierarchy are
twofold: the inheritance of class descriptions of child classes on the one hand, and se-
mantic grouping of classes on the other. Each class is represented by a semantic group.
The semantic objects can have different relationships to each other. Set aside is a third
concept of a collection of classes into structure groups for the purpose of classification-
based segmentation.

Inheritance: Class descriptions defined in parent classes are passed down to
their child classes. A class can inherit descriptions from more
than one parent class. Based on the same inherited feature
descriptions, the inheritance hierarchy is a hierarchy of simila-
rities.

Purpose: reduction of redundancy and complexity in the class
descriptions.

Groups: Combination of classes to a class of superior semantic mea-
ning. Beyond that, the groups hierarchy has a direct functional
implication: each feature which addresses a class is automati-
cally directed to this class and all its child classes in the groups
hierarchy. A class can be part of more than one group. The
group register displays the hierarchy of semantic meaning.

Purpose: combination of classes previously separated by the
classification in a common semantic meaning.

Structure: Differs slightly from the other two hierarchies, although the
structure can have parallels to the groups hierarchy. Different
classes can be put together in structure groups as a basis for
classification-based segmentation.

Purpose: fusion even of previously heterogeneous regions to
single objects.

The inheritance hierarchy and the groups hierarchy essentially complement each other:
while the inheritance hierarchy is used to subsequently separate and differentiate classes
in the feature space, the groups hierarchy permits the meaningful grouping of the resul-
ting classes. This structure of the class hierarchy is the basic reason for the abundance
of semantic expression modes in eCognition.



Advantages

* Formulation of complex semantics

¢ Structured semantics

* Reduction of complexity using class-related features
* Reduction of complexity by inheritance of features

Inheritance

Inheritance is 2 common technique in object orientated modeling. More general parent
objects passes on their properties to child objects. Inheritance is not only used for the
sake of simplicity, but also ensures the synchronization of all child objects. Changes in
a parent class do not need to be redone in each of the child classes since these inherit
the changes automatically.

Example: The parent class Forest is described by spectral mean values. It passes on its
class description to the child classes Urban Forest and Free Forest. Urban Forest and Free
Forest now contain the same inherited class description, but at the same time they dif-
ferentiate this description depending on the embedding in the Urban context, using for
instance the feature “Relative border length to urban neighbor objects.”

If this class hierarchy is applied to another scene with a slightly different spectral signa-
ture, the class description of Forest can be adapted. All its child classes do not need to
be adapted because they automatically inherit the modified class description. Multiple
inheritance is supported. Circular inheritance, however, is impossible (4 passes on to B,
B passes on to C, C passes on to A).

Groups

The groups hierarchy allows the grouping of even very different classes to a superior
class of common semantic meaning. This functionality also facilitates the addressing of
different classes together within a single class-related feature.

Example: The classes Urban Forest, Urban Impervious and Urban Green are child classes
of the different classes Forest, Impervious and Grasslands in the inheritance hierarchy
and inherit a part of their class descriptions from these classes.

However, in the groups hierarchy they are all child classes of the same parent class
Urban, making Urban Forest, Urban Impervious and Urban Green part of a class of the
same superior semantic meaning. Thus, the evaluation of the expression “relative area
of Urban in the neighborhood” would refer to all classes with the parent class Urban,
addressing Urban Forest, Urban Impervious and Urban Green at the same time.

Classes can be child class of an arbitrary number of parent classes. Circular grouping,

however, is impossible (A4 is child to B, B is child to C, C'is child to A).



The classification process

Classification is the process of connecting the classes in a class hierarchy with the image
objects in a scene. After the process of classification, each image object is assigned to a
certain (or no) class and thus connected with the class hierarchy. With the assignment
of a class to an image object, the relations to other classes formulated in the specific
class description are transferred to the image object. The result of the classification is a
network of classified image objects with concrete attributes, concrete relations to each
other and concrete relations to the classes in the class hierarchy. eCognition provides

a dialog box for image object Information which provides comprehensive and detailed
information about an object, e.g., attributes in all available features or detailed evaluati-
on of each class for this object.

Classification without class-related features

For classification without class-related features this process is deterministic and re-
latively simple. Each possible class is applied to each image object and the degree of
fuzzy membership of the image object to the specific class is computed from the class
description. The class with the highest membership will be assigned as the current
classification to the image object, as long the membership value exceeds a predefined
minimum value (for instance 10 %). Note that fuzzy membership values are not classi-
fication probabilities!

Classification with class-related features

The use of class-related features is more complex. When an object changes its classi-
fication because of the classification of networked objects, the problem arises that the
object itself might be a context feature for the evaluation of other objects. Therefore,
classification must be an iterative process in cycles in which each object is classified
over and over taking into account the changes in the classification of networked ob-
jects. The number of cycles can be specified for this purpose.

With context classification a new complexity arises: while classification without con-
text is a deterministic process, context classification can become indeterministic and
even unstable due to the possibility of circular dependencies between different classes.
Classification becomes an optimizing problem in which convergence to a global best
classification must be ensured.

This problem of unstable classification can basically be avoided by the sensible gene-
ration of class descriptions. Mutual or circular dependencies between classes should be
avoided whenever possible. Class A should not be described by means of class-related



features which refer to Class B if Class B itself depends on Class A because of its class
description. If this can be ensured classification might need more than one classification
cycle, but it is not an optimizing problem.

Simulated annealing

In certain, rather exceptional cases a class hierarchy which contains mutual or circular
dependencies needs to be developed. For these cases, eCognition offers a specific op-
timization procedure for the classification process to handle potential instabilities: si-
mulated annealing. It is developed to reduce and avoid the occurrence of local, mutual
confirmation of wrong classifications.

The simulated annealing approach randomly changes the computed membership of

an image object to a class, taking into account the membership values of the different
classes. The extent to which random change takes place is determined by a so-called
“temperature.” The higher the temperature chosen, the more decisions are done sto-
chastically. The more the system is cooled down, the more deterministically the mem-
bership of each image object is computed. The whole simulated annealing classification
starts with a cycle of chosen maximum temperature and cools down the temperature to
zero over the number of chosen cycles, ending with totally deterministic classification
decisions.

A deterministic classification is the standard case in eCognition: an image object is
assigned to the class whose class description computes the highest membership value
concerning the evaluation of the image object.

A stochastic decision allows an image object to be assigned to a class other than the one
with the highest membership. The probability of this happening depends on the level of
temperature. The specific class is determined by making a random choice based on the
membership values of the image object to different classes. The higher the membership
value, the higher the probability of assignment.

Thus, simulated annealing allows image objects to be temporarily classified in a sub-
optimal way. Consequently, this can change the classification of networked image
objects, which in turn can cause a change of the previously suboptimal classification to
— in the best case — an optimal one.

Caution should be taken if the membership of an image object is identical for different
classes. The assignment to one of these classes is then more or less a random choice. It
might change for example, if you load a project and perform a new classification with
settings identical to the current one. It might lead to a different result. Thus, mem-
bership of different classes with identical membership values are sometimes a cause for
nonlinear effects in classification.



Feature overview

eCognition provides a number of features which can be used by means of fuzzy logic to
build class descriptions. This section gives an overview of these features.

Object features

Object features are obtained by evaluating image objects themselves as well as their em-
bedding in the image object hierarchy.

Layer values These are features concerning the pixel channel values of an
image object (spectral features).

Shape With these features the shape of an image object can be descri-
bed using the object itself or its sub-objects.

Texture Texture features evaluate the texture of an image object either
based on its sub-objects or on the gray level co-occurence
matrix (GLCM) resp. the grey level difference vector (GLDV)
of the object’s pixels after Haralick

Hierarchy These features provide information about the embedding of an
image object in the entire image object hierarchy.

Thematic attributes ~ These are attributes of the thematic layer objects. This feature
is only available if such a thematic layer has been imported
into the project.

Class-related features

Class-related features refer to the classification of other image objects which are taken
into account for the classification of the image object in question.

Relations to These features refer to existing class assignments of image
neighbor objects objects on the same level in the image object hierarchy
Relations to These features refer to existing class assignments of image

sub-objects objects on a lower level in the image object hierarchy



Relations to These features refer to existing class assignments of image
super-objects objects on a higher level in the image object hierarchy

Membership to In some cases it is important to incorporate the membership
value to different classes into one class. This function allows
the explicit addressing of membership values to different clas-
ses

Classified as The idea of this feature is to enable the user to refer to the
classification of an object without regard to the membership
value.

Classification value of In some cases it is of importance to incorporate the
membership value to different classes in one class. This
function allows you to explicit address the membership values
to different classes. As opposed to the feature “Membership to”
it is possible to use all membership values to all classes without
restrictions instead of the use of only the three highest values.

Global Features

Global features refer to global project parameters. Since they are not usable to differn-

tiate objects by class, they are actually only useful in combination with customized

features (see Guided Tours > Defining arithmetic features and Guided Tour > Defining

relational features).

Global scene related ~ These features refer to global statistical parameters of the scene.

Global Class related These features refer to global statistical parameters for all ob-
jects of a class or a group.

Terms

This section provides further components for building a class description.

Standard nearest Applies the standard nearest neighbor to the class
neighbor description.

Nearest neighbor Applies the nearest neighbor to the class description.



Similarity to classes ~ Use this feature to define a class description that is identical to
another.

Logical terms Apply logical operators to the class description to define how
class assignments to classes described by more than one feature
have to be evaluated.

Sub-object analysis

The hierarchical structure of image objects offers a new technique of form and texture
analysis: sub-object analysis. By looking at the structure of a given image object’s sub-
objects, we can gain insight into the object’s form and texture:

Consider a line-shaped object containing sufficiently small sub-objects. By taking the
centers of each sub-object and adding the distance between the centers of neighboring
sub-objects, you can get a good measure of the line length. Obtain a measurement of
the object’s twisting by looking at the angles between the lines connecting the neigh-
boring sub-object centers. Multiresolution segmentation offers a special purpose algo-
rithm for creating suitable sub-objects for this type of line analysis.

Texture features can be derived from the features of sub-objects in a similar manner,
e.g., mean size of the sub-objects or the standard deviation of the sub-objects’ sizes. An
advanced method of sub-object texture analysis is to define several texture classes (e.g.,
black dot, white line) and classify the sub-objects using these classes. Afterwards, know-
ledge-based relations to sub-objects can be used to analyze the texture of the image ob-
ject by evaluating the classification of the sub-objects (e.g., at least 5% of the object’s
area consists of sub-objects of type black dots and not more than 20 % of white lines).

Frequently used concepts

Relative border The length of the image object’s common border with the
length to neighbor selected neighboring objects divided by the total border
objects length of the image object.

Relative area of a The area of the subgroup is divided by the total area of
group of objects’ the entire object group. This concept is similar to relative
subgroup border but can also be applied to sub-objects and other sets

of objects. The relative area computes the amount of a specific
image object type in a larger set of image objects.

Neighbor objects All image objects adjacent to an image object on the same
level.



Extended
neighborhood

Sub-objects

Super-objects

Consists of all neighbor objects and additional image

objects with a distance less than a predefined threshold. The
distance between two objects is defined as the distance between
the object centers.

All image objects located in the image objects of choice on the
next lower level.

The image object on the next coarser level in which the object
of concern is located.



Features and terms for the fuzzy class description

Object features

Layer values

Mean
_ 1 &
Layer mean value C; calculated from the layer values ¢;; of all c =—- E c
. . . . L Li
pixels forming an image object. n «f

Feature value range: [0 ; depending on the bit depth of data], for 8 bit data the value
range is [0 ; 255].

Brightness

Sum of the mean values of the layers containing spectral informati-

on divided by their quantity computed for an image object (mean

value of the spectral mean values of an image object). To define

which layers provide spectral information, use the dialog “Define b= i . G
Brightness” (menu item “Classification > Advanced Settings > n
Image Layers for Brightness...”).

Feature value range: [0 ; depending on bit depth of data], for 8 bit
data the value range is [0 ; 255].

Max Diff.

To calculate “Max Diff.” The minimum mean value belonging to an object is subtrac-
ted from its maximum value. To get the maximum and minimum value the means of
all channels resp. layers belonging to an object are compared with each other. Subse-

quently the result is devided by the brightness.

Feature Value range: [0; depending on bit depth of data]

StdDev

Standard deviation calculated from the layer values ' n

of all n pixels forming an image object. o, = \‘\‘— . (CLi -C )2
jn—1 £
Feature value range: [0 ; depending on bit

depth of data]



Ratio

The ratio of layer L is the layer L mean value of an image object di-

vided by the sum of all spectral layer mean values. Again, only layers r, = CLobject

containing spectral information can be used to achieve reasonable C

L,SO
results.

Feature value range: [0 ; 1]

Min. pixel value
Value of the image object’s pixel with the lowest value.

Feature value range: [0; depending on the bit depth of data].

Max. pixel value
Value of the image object’s pixel with the highest value.

Feature value range: [0; depending on the bit depth of data].

to Neighbors
Mean diff. to neighbors

For each neighboring object the layer mean difference is computed and weighted with
regard to the length of the border between the objects (if they are direct neighbors,
feature distance = 0) or the area covered by the neighbor objects (if neighborhood is
defined within a certain perimeter (in pixels) around the image object in question, fea-
ture distance > 0).

The mean difference to direct neighbors is calculated as follows:

1 n
Ac, ==V 1.-(c, -,
L l Z Si ( L Ll)
) border length of the image object of concern

L

13

border length shared with direct neighbor 7



C L layer mean value of the image object of concern

C;; layer mean value of neighbor 7

n quantity of neighbors

If you defined neighbor objects as objects within a certain perimeter (see “feature dis-
tance” below), the mean difference is computed differently:

A total area covered by neighbor objects

A area covered by neighbor object 7

C,  layer mean value of the image object of concern
C,; layer mean value of neighbor 7

n quantity of neighbors

Feature value range: [- depending on bit depth of data; depending on bit depth of
data]

Mean diff. to neighbors (abs)

The same definition as for “Mean diff. to neighbors,”

1 _ _
with the difference that absolute values of the CL = 7 ’ lSi ’ |CL - CLi|
differences are averaged:

Feature value range: [0 ; depending on bit depth of data] Ac, =
Mean diff. to brighter neighbors

This feature is computed the same way as “Mean diff. to neighbors,” but only image
objects with a layer mean value larger than the layer mean value of the object concer-

ned are regarded.

Feature value range: [0 ; depending on bit depth of data]



Mean diff. to darker neighbors

This feature is computed the same way as “Mean diff. to neighbors,” but only image
objects with a layer mean value less than the layer mean value of the object concerned
are regarded.

Feature value range: [0 ; depending on bit depth of data]

Ac

L = CL,Object - CL,Scene

Rel. border to brighter neighbors

Ratio of shared border with image objects of a higher mean value in the selected layer
and the total border of the image object concerned.
Feature value range: [0 ; 1]

to Super-object

Ao =

Mean diff. to super-object

Difference between layer L mean value of an image object and the layer L mean value
of its super-object. You can determine in which level the super-object is selected by
editing the feature distance.

Feature value range: [0 ; depending on bit depth of data]
StdDev diff. to super-objects

Difference between layer L StdDev value of an image object and the layer L StdDev of
its super-object. You can determine in which level the super-object is selected by edi-
ting the feature distance.

i gff.,abjsc!
Fpsir—— =

'i’:l}.,.sa

Feature value range: [0; depending on bit depth of data]



Ratio to super-object

Ratio of the layer L mean value of an image object and the layer L mean value of its
super-object. You can determine in which level the super-object is selected by editing
the feature distance.

Feature value range: [0 ; inf]

StdDev ratio to super-objects

Ratio of the layer L standard deviation of an image object and the layer L standard de-
viation of its super-object. You can determine in which level the super-object is selected
by editing the feature distance.

Feature value range: [0; inf]

to Scene
Mean diff. to scene

Difference between layer L mean value of an image object and the layer L mean value of
the whole scene.

B 1= Cp onjan = €1 Soeme
Feature value range: [0 ; depending on bit depth of data]

Ratio to scene
Ratio to scene of layer L is the layer L mean value of an image object divided by the
layer L mean value of the whole scene.

_ CZ,obj'sct

i

CI.,.scene

Feature value range: [0; inf]

Shape

Many of the form features provided by eCognition are based on the statistics of the
spatial distribution of the pixels that form an image object. As a central tool to work
with these statistics eCognition uses the covariance matrix:

Var(X) Cov(XY)
“\cov(xY)  Var(Y)



X = x-coordinates of all pixels forming the image object
Y = y-coordinates of all pixels forming the image object

Another frequently used technique to derive information about the form of image
objects (especially length and width) is the bounding box approximation. Such a boun-
ding box can be calculated for each image object and its geometry can be used as a first
clue of the image object itself.

The main information provided by the bounding box is its length 4, its width 4, its
area 2 * b and its degree of filling f; which is the area A covered by the image object
divided by the total area 2 * 4 of the bounding box.

Methods using bounding box approximation are well suited for image objects that are
not curved. For lengthy or curved image objects, methods using sub-objects are superi-
or since sub-objects provide the possibility of iterating through the super-object along a
center line. By adding up the distances between the single sub-objects along the center
line, you can get a very good approximation of the image object length. For more com-
pact image objects, however, it is difficult to determine such a center line, which is the
reason why, for these objects, the bounding box approximation is superior.

Generic shape features

Area

In nongeoreferenced data the area of a single pixel is 1. Consequently, the area of an
image object is the number of pixels forming it. If the image data is georeferenced, the
area of an image object is the true area covered by one pixel times the number of pixels
forming the image object.

Feature value range: [0 ; scene size]

Length/width

There are two ways to compute the length/width ratio of an image object.

1. The ratio length/width is identical to the ratio of the eigenvalues of the covariance
matrix with the larger eigenvalue being the numerator of the fraction.

_i8(8) i ()5 eig(5)

)
T iy (S)

2. The ratio length/width can also be approximated using the bounding box.



1 +((1-£)-b)
w A

eCognition uses both methods for the calculation and takes the smaller of both results

’y=

as the feature value.

Feature value range: [0 ; 1]

Length

/ T)/ The length can also be computed using the length-to-width ratio

derived from a bounding box approximation. It is approximated as
follows:

Another possibility which works better for curved image objects is to calculate the
length of an image object based on its sub-objects.

Feature value range: [0 ; depending on shape of image object]

Width

Also the width of an image object is approximated using the length-to- 1A

R

width ratio. In eCognition the width is approximated as follows: w

Again, for curved image objects the use of sub-objects for the calculation is
the superior method.

Feature value range: [0 ; depending on shape of image object]
Border length

The border length ¢ of an image object is defined as the sum of
edges of the image object that are shared with other image objects
or are situated on the edge of the entire scene. In nongeorefe-

renced data the length of a pixel edge is 1.

Feature value range: [4 ; depending on shape of

image object]



Shape index

Mathematically the shape index is the border length ¢ of the image ob-
ject divided by four times the square root of its area A. Use the shape e

index s to describe the smoothness of the image object borders. The §= —
more fractal an image object appears, the higher its shape index.

Feature value range: [1 ; depending on shape of image object]
Density

The density d can be expressed by the area covered
by the image object divided by its radius. eCognition \/E

uses the follgwing imp‘lemcnta.tion, Whérc n is the = 1+ Var ( X) +Var (Y)
number of pixels forming the image object and the N

radius is approximated using the covariance matrix:

Use the density to describe the compactness of an image object. The ideal compact
form on a pixel raster is the square. The more the form of an image object is like a
square, the higher its density.

Feature value range: [0 ; depending on shape of image object]

Main direction

In eCognition, the main direction of an image ob-
ject is the direction of the eigenvector belonging to nvector 1
the larger of the two eigenvalues derived from the Eigen

covariance matrix of the spatial distribution of the

image object.

Feature value range: [0 ; 180]
Asymmetry

The lengthier an image object, the more asymmetric it is. For an
image object, an ellipse is approximated which can be expressed by

the ratio of the lengths of minor and major axes of this ellipse. The
feature value increases with the asymmetry.

n
K=1-—
m

Feature value range: [0 ; 1]



Compactness

In eCognition the compactness c, used as a feature, is calculated _nm

by the product of the length m and the width n of the corres- a
ponding Object and divided by the number of its inner pixels a.

Feature value range: [0; inf]
Elliptic Fit

As a first step in the calculation of the elliptic fit is the creation of an ellipse with the
same area as the considered object. In the calculation of the ellipse also the proportion
of the length to the width of the Object is regarded. After this step the area of the ob-
ject outside the ellipse is compared with the area inside the ellipse that is not filled out
with the object. While 0 means no fit, 1 stands for a complete fitting object.

Feature value range: [0; 1]

Rectangular fit

A first step in the calculation of the rectangular fit is the creation of a rectangle with
the same area as the considered object. In the calculation of the rectangle also the pro-
portion of the length to the width of the object in regarded. After this step the area of
the object outside the rectangle is compared with the area inside the rectangle, which
is not filled out with the object. While 0 means no fit, 1 stands for a complete fitting
object.

Feature value range:[0; 1]

Line features based on sub-objects

The information for classification of an object can also be derived from information
provided by its sub-objects. A specific method is to produce compact sub-objects for

the purpose of line analysis. You can find information about the creation of such sub-
objects in the above sub-chapter Concepts & Methods > Multiresolution Segmentation

of Image Objects and in Functional Guide > Image Object Generation I: Multireso-

lution Segmentation. The basic idea is to represent the shape of an object by compact
sub-objects and operate from center point to center point to get line information.

As mentioned above, this method is superior to bounding box approximation, if you
want to extract features out of lengthy and curved image objects (e.g., image objects
representing rivers or roads).



Line so: length

Of the image object of concern, the object center is known. Among all the sub-objects
those two objects are detected which are situated furthest from this center point. From
one end point to the other, the distances between the center points of adjacent sub-ob-
jects are added together (red lines). The radii of the end objects are also considered to

complete the approximation (green).

Feature value range: [1 ; depending on image object shape]

Line so: width

The image object width calculated on the basis of sub-objects is the

area A (in pixels) of the image object divided by its length derived Wy, =
from sub-object analysis. Lo
Feature value range: [1 ; depending on image object shape]

Line so: length/width

The length-to-width ratio based on sub-object analysis is the square length derived
from sub-object analysis divided by the object area (in pixels).

Feature value range: [0 ; 1]



Line so: curvature/length

The curvature of an image object divided by its length. Both curvature and length are
based on analysis of sub-objects. The curvature is the sum of all changes in direction
(absolute values) when iterating through the sub-objects from both ends to the sub-ob-
ject that is situated closest to the center of the image object of concern.

\ @ Center of Image Object

® Sub Objoct canters

n n
cv = Eai +Eai +0,
i=m i=p

Closast Sub Object
to image Object Canter

The curvature is calculated as follows:

Feature value range: [0 ; depending on image object shape]

Line so: stddev curvature

The standard deviation of all changes in direction (&;) when iterating through the
sub-objects from both ends to the sub-object situated closest to the center of the image
object of concern. If an image object can be characterized by a high standard deviation
of its curvature, this means that there are a large number of changes in direction when
iterating through the sub-objects. On the other hand, an image object may appear
curved, but if it follows a circular line, the standard deviation of its curvature will be
small, since the changes in direction when iterating through its sub-objects are more or

less constant.

Feature value range: [0 ; 180]

The polygon features provided by eCognition are based on the
vectorization of the pixels that form an image object. The follo-
wing figure shows a raster image object with its polygon object
after vectorization:

The lines that are shown in red colors are the edges of the poly-
gon object of the raster image object.




Area (excluding inner polygons)
Calculating the area of a polygon is based on Green’s Theorem in a plane. Given points
(x;5 yi), i=0,..., n, with X = Xp and Y0 = Yoo the following formula can be used for
rapidly calculating the area of a polygon in a plane:

1 n-1
Area = 52 a, where @, = X,y,, = X..,);

i=0

This value does not include the areas of existing inner polygons.
Area (including inner polygons)
The same formula as for area (excluding inner polygon) is used
to calculate this feature. The areas of the existing inner poly-
gons in the selected polygon are taken into account for this

feature value.

The above picture shows a polygon with one inner object.

Perimeter

The sum of the lengths of all edges which form the polygon is considered as the peri-
meter of the selected polygon.

Compactness
In eCognition compactness is defined as the ratio 4.1 Area

of the area of a polygon to the area of a circle compaciness =

. 2
with the same perimeter. The following formula Perimeter

is used to calculate the compactness of the selec-
ted polygon:

Feature value range: [0 ; 1 for a circle]
Number of edges

This feature value simply represents the number of edges which form the polygon.



Stddev of length of edges

This feature value shows how the lengths of edges de- ‘

n
—=\2
viate from their mean value. The following formula for “‘ 2 (X =X )
standard deviation is used to compute this value. stddev = ‘\‘ i=0
where X,, X are length of edge 7 and mean value of all ‘ n

lengths respectively. The total number of edges has been
shown as 7.

Average length of edges "

5x
Average = =0—
n

The average length of all of edges in a polygon is another feature
value which eCognition calculates

using the following formula:

where X, is length of edge i and n total number of edges.

Length of longest edge

The value of this feature contains the length of the longest edge in the selected poly-
gon.

Number of inner objects

If the selected polygon includes some other polygons (image objects), the number of
these objects is assigned to this feature value. The inner objects are completely surroun-
ded by the outer polygon.

Edges longer than...

This feature reports the number of edges that have lengths exceeding a threshold value.
The user defines the threshold value.

Rectangular angles with edges longer than...

This feature value gives the number of rectangular angles that
have at least one side edge longer than a given user defined
threshold. The following figure shows a polygon with one rec-
tangular angle.




Shape features based on skeletons

For the better understanding of the following descriptions the skeleton is divided in a
main line and branches as above mentioned. Each mid-point of the triangles created
by the Delaunay Triangulation is called a node. For more information see Concepts &
Methods > Handling of Vector Information.

Length of main line (no cycles)

The length of the main line is calculated by the sum of all distances between its nodes.
“No cycles” means that if an object contains an island polygon, the main line is calcu-
lated without regarding the island polygon. In this case the main line could cross the
island polygon. Note that this is an internal calculation and could not be visualized like
the skeletons regarding the island polygons.

Feature value range: [0; depending on shape of objects]

Length of main line (regarding cycles)

The length of the main line is calculated by the sum of all distances between its nodes.
“regarding cyles” means that if an object contains an island polygon, the main line is
calculated regarding this island polygon. Consequently the main line describes a path
arround the island polygon. This way also the skeletons for visualization are calculated.
Feature value range: [0; depending on shape of objects]

Width (only main line)

To calculate the width of the
objects the average hight h of

main line main line

h does not cross one of the sides of the corresponding triangle. In this case the nearest

all triangles crossed by the main
line is calculated. An exception

are triangles in which the hight

side s is used to define the hight.

Feature value range: [0; depending on shape of objects]
Length/width (only main line)

In the feature “Length/width (only main line)” the length of an object is divided by its
width.

Feature value range: [0; depending on shape of objects]



Curvature/length (only main line)

The feature “Curvature/length (only 7
main line

main line)” is calculated by the ratio
of the curvature of the object and its
length. The curvature is the sum of all
changes in direction of the main line.
Changes in direction are expressed by
the acute angle @ in which sections of
the main line, built by the connection between the nodes, cross each other.

Feature value range: [0; depending on shape of objects]

Stddev curvature (only main line)

The standard deviation of the curvature is the result of the standard deviation of the
changes in direction of the main line. Changes in direction are expressed by the acute
angle in which sections of the mainline, built by the connection between the nodes,
cross each other.

Feature value range: [0; depending on shape of the objects]

Degree of skeleton branching

The degree of skeleton branching describes the highest order of branching in the corre-
sponding object.

Feature value range: [0; depending on shape of objects]

Number of segments

Number of segments is the number of all sgements of the main line and the branches.
Feature value range: [0; depending on shape of objects]

Avrg. area represented by nodes

“Avrg. area represented by nodes” calculates the average area of all triangles created by
the Delaunay Triangulation.

Feature value range: [0; depending on shape of objects]



Stddev of area represented by nodes

“Stddev of area represented by nodes” calculates the standard deviation of all triangles
created by the Delaunay Triangulation.

Feature value range: [0; depending on shape of the objects]

Maximum branch length

Maximum branch length calculates the length of the longest branch. The length of a
branch is measured from the intersect point of the branch and the main line to the end
of the branch.

feature value range: [0; depending on shape of objects]

Average branch length

“Average branch length” calculates the average length of all branches of the correspon-
ding object.

Feature value range: [0; depending on shape of objects]
Average length of branches of order [1]

“Average length of branches of order” calculates the average [T E——w—rrm——
length of branches of a selected order. The length of the

. . N
branch of the selected order is measured from the intersect s

point of the whole branch and the main line to the end of
the branch. The order can be manually definied. With a [i
right click on the feature a pop up menu opens where you e |

Branch Order

Cancel

have to select “Edit Feature”. In the dialog it is possible to

select the order of the branches to select. For more informa-
tion regarding parametrized features see User Interface > Edit Parametrized Feature.

Feature value range: [0; depending on shape of objects]

Number of branches of length [1] [T T —

Mame

“Number of branches of length” calculates the number of
INumber of branches of length [1]
K Branch Order

ends of branches are counted up to the selected order. Since | [

branches of a special length up to a selected order. At this all

it is a parametrized feature it is possible to select the branch Minimum length
Jo
t aximum length
1000

0K I Cancel




order and the length in a special range manually. To do so, select “Edit Feature” from
the pop up menu you can open with a right click. For more information regarding pa-
rametrized features see User Interface > Edit Parametrized Features.

Feature value range [0; depending on shape of objects]

Number of branches of order [1]

“Number of branches of order” calculates the number of Edit Parametrized Featwre B3
branches of a predefined order. Define the branch order in

Name

the dialog “Edit Parametrized Features”. To open this dialog

select “Edit Feature” from the pop up menu that is opened

with a right click on the corresponding feature. For more in- | [1

formation regarding parametrized features see User Interface =51 = gy

> Edit Parametrized Features.

Feature value range [0; depending on shape of objects]

Number of segments of order [1]

“Number of segments of order” calculates the number of Edit Parametrized Feature 4

line segments of branches with a selected order. Note, that
only segments are counted that do not belong to a lower

order. Define the branch order in the dialog “Edit Parame- B

trized Features”. To open this dialog select “Edit Features” [1

from the pop up menu that is opened with a right click on [ o |

Cancel

the corresponding feature. For more information regarding
parametrized features see User Interface > Edit Parametrized
Features.

Feature value range [0; depending on shape of objects]

Position

All the following features refer to the position of an image object relative to the entire
scene. These features are of special interest when working with georeferenced data as
image object can be described by their geographic position.

X-center

X-position of the image object center (center of gravity, mean value of all
X-coordinates).



Feature value range: [0 ; number of columns of raster layers] or depending on coordi-
nates.

Y-center

Y-position of the image object center (center of gravity, mean value of all
Y-coordinates).

Feature value range: [0 ; number of rows of raster layers] or depending on coordinates
X-min
Minimum X-position of the image object (derived from bounding box).

Feature value range: [0 ; number of columns of raster layers] or depending on coordi-
nates

Y-min

Minimum Y-position of the image object (derived from bounding box).

Feature value range: [0 ; number of rows of raster layers] or depending on coordinates
X-max

Maximum X-position of the image object (derived from bounding box).

Feature value range: [0 ; number of columns of raster layers] or depending on coordi-
nates

Y-max

Maximum Y-position of the image object (derived from bounding box).

Feature value range: [0 ; number of rows of raster layers] or depending on coordinates
distance to image border

Distance to the nearest border of the image.

Feature value range: [0; half of the number of columns or rows (depending on the hig-
her value) of raster layers or depending on coordinates]



x distance to image right border

Distance to the right border of the image.

Feature value range: [0; number of columns of raster layers or depending on coordi-

nates]
y distance to image top border

Distance to the top border of the image.

Feature value range: [0; number of rows of raster layers or depending on coordinates]

x distance to image right border

Distance to the right border of the image.

Feature value range: [0; number of columns of raster layers or depending on coordi-

nates]
y distance to image bottom border

Distance to the bottom border of the image.

Feature value range: [0; number of rows of raster layers or depending on coordinates]

Distance to line

Distance to a line, which could be manually defined by the
enter of two points that are a part of this line. Note, that
the line has neither a start nor an end. Click with the right
mouse button on the feature, select “Edit Feature...” and
adapt the coordinates to your analysis.

Feature value range: [0; squareroot of (rows2+columns?) or
depending on the coordinates]

to super-object

Edit Parametrized Feature B4

Mare

Distar line [1
First Coordinate [%]
E
First Coordinate [Y]
o
Second Coordinate ]
[500

Second Coardinate [Y]
{500

(0] 8 I Cancel

Use the following features to describe an image object by its form relations to one of
its super-objects (if there are any). Which super-object is to be referred to is defined




by editing the feature distance (7). Especially when working
with thematic layers these features might be of great interest.

ein
to Super Object
e

Rel. inner border to super-object (n)

This feature is computed by dividing
the sum of the border shared with
other image objects that have the same

Total border of Sub Object
a

super-object by the total border of the
image object. If the relative inner bor-
der to the super-object is 1, the image
object of concern is not situated on

the border of its super-object. Use this TOf Sub Object situated

feature to describe how much of an e ity Super Object

image object is situated at the edge of
its super-object.

Feature value range: [0 ; 1]

Rel. area of super-object (n)

The feature is computed by dividing the area of the image object of concern by the
area covered by its super-object. If the feature value is 1, then the image object is iden-
tical to its super-object. Use this feature to describe an image object by the amount of
area it covers of its super-object.

Feature value range: [0 ; 1]

Rel. rad. position to super-object (n)

The feature value is calculated by dividing the distance from the center of the image

object of concern to the center of its super-object by the distance of the center of the
most distant image object which has the same super-object.




Use this feature to describe an image object by its position relative to the center of its
super-object.

Feature value range: [0 ; 1]

Texture

All features concerning texture are based on sub-object analysis. This means you must
have a level of sub-objects to be able to use them. Which sub-object level to use can
be defined by editing the feature distance (7). The texture features are divided in two
groups: texture concerning the spectral information of the sub-objects and texture con-
cerning the form of the sub-objects.

Layer value texture based on so
These features refer to the spectral information provided by the image layers.
Mean of so: stddev

Standard deviation of the different layer mean values of the sub-objects. At first this
feature might appear very similar to the simple standard deviation computed from the
single pixel values (layer values), but it might be more meaningful since (a reasonable
segmentation assumed) the standard deviation here is computed over homogeneous
and meaningful areas. The smaller the sub-objects, the more the feature value approa-
ches the standard deviation calculated from single pixels.

Feature value range: [0 ; depending on bit depth of data]

Avrg. mean diff. to neighbors of so

The contrast inside an image object expressed by the average mean difference of all

its sub-objects for a specific layer. This feature has a certain spatial reference, as a local
contrast inside the area covered by the image object is described. For each single sub-
object the layer L mean difference (absolute values) to adjacent sub-objects of the same
super-object is calculated. The feature value is the mean value of the layer Z mean
differences.

Feature value range: [0 ; depending on bit depth of data]



Form texture based on so

The following features refer to the form of the sub-objects. The premise to use these
features properly is an accurate segmentation of the image, because the sub-objects
should be as meaningful as possible.

Area of so: mean [n)

Mean value of the areas of the sub-objects.

Feature value range: [0 ; scene size]

Area of so: stddev (n)

Standard deviation of the areas of the sub-objects.

Feature value range: [0 ; depending on image object shape]

Density of so: mean (n)

Mean value calculated from the densities of the sub-objects.

Feature value range: [0 ; depending on image object shape]

Density of so: stddev (n)

Standard deviation calculated from the densities of the sub-objects.

Feature value range: [0 ; depending on image object shape]

Asymmetry of so: mean (n)

Mean value of the asymmetries of the sub-objects.
Feature value range: [0 ; depending on image object shape]

Asymmetry of so: stddev (n)
Standard deviation of the asymmetries of the sub-objects.

Feature value range: [0 ; depending on image object shape]



Direction of so: mean (n)

Mean value of the directions of the sub-objects. In the computation, the directions
are weighted with the asymmetry of the respective sub-objects (the more asymmetric
an image object, the more significant its main direction). Before computing the actual
feature value, the algorithm compares the variance of all sub-object main directions
with the variance of the sub-object main directions, where all directions between 90°
and 180° are inverted (direction —180°). The set of sub-object main directions which
has the lower variance is selected for the calculation of the main direction mean value
weighted by the sub-object asymmetries.
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Feature value range: [0 ; 180]
Direction of so: stddev (n)
Standard deviation of the directions of the sub-objects. Again, the sub-object main
directions are weighted by the asymmetries of the respective sub-objects. The set of
sub-object main directions of which the standard deviation is calculated is determined

in the same way as explained above (Direction of SO: Mean).

Feature value range: [0 ; 90]



Texture after Haralick - a general overview

The grey level co-occurrence matrix (GLCM) is a tabulation of how often different
combinations of pixel grey levels occur in an image. A different co-occurrence matrix
exists for each spatial relationship. To receive directional invariance all 4 directions (0°,
45°, 90°, 135°) are summed before texture calculation. An angle of 0° represents the
vertical direction, an angle of 90° the horizontal direction. In eCognition texture after
Haralick is calculated for all pixels of an image object. To reduce border effects, pixels
bordering the image object directly (surrounding pixels with a distance of one) are
additionally taken into account. The directions to calculate texture after Haralick in
eCognition are:

e
45°

40°

1358°

Every GLCM is normalized according to the following operation:

where:
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* ; is the row number and j is the column number
* jj is the value in the cell i,j of the matrix

* Pijis the normalized value in the cell i,j

¢ N is the number of rows or columns

The normalized GLCM is symmetrical. The diagonal elements represent pixel pairs
with no grey level difference. Cells, which are one cell away from the diagonal, repre-
sent pixel pairs with a difference of only one grey level. Similarly, values in cells, which
are two pixels away from the diagonal, show how many pixels have a 2 grey levels and
so forth. The more distant to the diagonal, the greater the difference between the pi-
xels” grey levels is. Summing-up the values of these parallel diagonals, gives the probabi-
lity for each pixel to be 0, 1, 2 or 3 etc. different to its neighbour pixels.



Another approach to measure texture is to use a grey-level difference vector (GLDV)
instead of the GLCM. The GLDV is the sum of the diagonals of the GLCM. It counts
the occurrence of references to the neighbour pixels’ absolute differences. In eCogni-
tion the GLCM and GLDV are calculated based on the pixels of an object. They are
computed for each input channel. Within each “Texture after Haralick” feature you

have the choice of either one of the above directions or of all directions.

The calculation of “Texture after Haralick” is independent of the image data’s bit-
depth. The dynamic range is interpolated to 8 bit before evaluating the co-occurrence.
However, if 8 bit data is used directly the results will be most reliable. When using data
of higher dynamic than 8 bit, the mean and standard deviation of the values is calcula-
ted. Assuming a Gaussian distribution of the values, more than 95% is in-between the
interval:

—

Ohbject with pixels grey level co-occurence matrix
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The interval is subdivided into 255 equal sub-intervals to obtain an 8 bit representati-
on.
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The calculation of the features

In the following for each “Texture after Haralick” feature its general calculation is de-
scribed. The usable features in eCognition are sorted by their direction of concern: “All
directions”, “Direction 0°”, “Direction 45°”, “Direction 90°” and “Direction 135°”.
Further, each feature is calculated based upon the gray values of one selectable layer.

GLCM: Homogenity

If the image is locally homogenous, the value is high if -1

1]
GLCM concentrates along the diagonal. “Homogeneity” Z 3
z',j=EI]- % (I - J)



weights the values by the inverse of the “Contrast” weight with weights, decreasing ex-
ponentially according to their distance to the diagonal.

GLCM: Contrast
“Contrast” is the opposite of “Homogeneity”. It is a measure of the amount of local
variation in the Image. It increases exponentially as (i-j) increases.
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GLCM: Dissimilarity
Similar to “Contrast”, but increases linearly. High if the local region has a high cont-
rast.
N-1
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GLCM: Entropy

The value for “Entropy” is high, if the elements of GLCM are distributed equally. It
is low if the elements are close to either 0 or 1. Since In(0) is undefined, it is assumed
that 0 * In(0) = 0.
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GLCM: Angular Second Moment
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GLCM: Mean

The “GLCM Mean” is the average expressed in terms of the GLCM. The pixel value
is not weighted by its frequency of occurrence itself, but by the frequency of its occur-
rence in combination with a certain neighbour pixel value.
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GLCM: Standard Deviation
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Standard Deviation:
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“GLCM Standard Deviation” uses the GLCM, therefore it deals specifically with the
combinations of reference and neighbour pixels. Thus, it is not the same as the simple
standard deviation of grey levels in the original image. Calculating the “Standard De-
viation” using i or j gives the same result, since the GLCM is symmetrical. “Standard
Deviation” is a measure of the dispersion of values around the mean. It is similar to
contrast or dissimilarity.

GLCM: Correlation
Measures the linear dependency of grey levels of neighbouring pixels.
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GLDV: Angular Second Moment
High if some elements are large and the remaining ones are small. Similar to “GLCM
Angular Second Moment”: it measures the local homogeneity.
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GLDV: Entropy

Since In(0) is undefined, it is assumed that 0 * In(0) = 0:

The values are high if all elements have similar values. It is the opposite of “GLDV
Angular Second Moment”.
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GLDV: Mean

The mean is mathematically equivalent to the “GLCM Dissimilarity” A=l

measure above. It is only left here for compatibility reasons. Z k (Vk)
k=0



GLDV: Contrast
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It is mathematically equivalent to the “GLCM Contrast” measure above. It is only left
here for compatibility reasons.

Note! The calcultion of any “Texture after Haralick” feature is very CPU deman-
ding because auf the calculation of the GLCM.

Implementation and references for Texture after Haralick:

Haralick features were implemented in eCognition according to the following refe-
rences:

* R. M. Haralick, K. Shanmugan and I. Dinstein, “Textural Features for Image Classi-
fication”, IEEE Tr. on Systems, Man and Cybernetics, Vol SMC-3, No. 6, November
1973, pp. 610-621.

* R. M. Haralick, “Statistical and Structural Approaches to Texture”, Proceedings of the
IEEE, Vol. 67, No. 5, May 1979, pp. 786-804.

* R. W. Conner and C. A. Harlow, “A Theoretical Comparision of Texture Algo-
rithms”, IEEE Tr. on Pattern Analysis and Machine Intelligence, Vol PAMI-2, No. 3,
May 1980

Feature distance

In some features, a distance can be edited in order to define the feature specifically.

Hierarchical distance between objects on different levels in the image object hierarchy

Starting from the current level the number in brackets indicates the hierarchical dis-
tance of feature levels containing the respective objects (sub-objects or super-objects).
The default setting is one level (1) but you can modify this number in two ways: before
inserting the class in the “Insert Expression” dialog by clicking on the expression with
the right mouse button, or afterwards in the “Membership Function” dialog by clicking
on the button “Feature Distance.” A dialog appears where you can insert the number
of feature levels you want to refer to. But pay attention, for this feature attribute the
distance of feature levels will be changed in all applications.



Distance between objects on the same level in the image object hierarchy

If you want to analyze neighborhood relations between image objects on the same level
in the image object hierarchy, the feature distance expresses the spatial distance (in pi-
xels) between the image objects. The default value is 0, i.e., only neighbors that have a
mutual border are regarded. The value can be edited the same way as described above.

Hierarchy

All the following features refer to the embedding of an image object in the entire image
object hierarchy.

Level

The number of the image object level an image object is situated in. You will need this
feature if you perform classification on different image object levels to define which
class description is valid for which level.

Feature value range: [1 ; number of image object levels]

Num higher levels

The number of image object levels situated above the image object level the object of
concern is situated in. This is identical to the number of super-objects an image object
may have.

Feature value range: [1 ; number of image object levels -1]

Num sublevels

The number of image object levels situated below the image object level the object of
concern is situated in.

Feature value range: [1 ; number of image object levels -1]

Num neighbors

The number of the direct neighbors of an image object (i.c., neighbors with which it
has a common border) on the same level in the image object hierarchy.

Feature value range: [0 ; number of pixels of entire scene]

Num subobjects

The number of sub-objects of an image object on the next lower level in the image
object hierarchy.



Feature value range: [0 ; number of pixels of entire scene]

Thematic attributes

Thematic attributes can only be used if a thematic layer has been imported into the
project. If this is the case, all thematic attributes in numeric form that are contained in
the attribute table of the thematic layer can be used as features in the same manner as
you would use any other feature provided by eCognition.

Class-related features

Relations to neighbor objects

Use the following features to describe an image object by the classification of other
image objects on the same level in the image object hierarchy.

Rel. border to class

The ratio of the border of an object shared with neighboring ob-
jects assigned to a defined class to the total border length. If the re-
lative border of an object to objects of a certain class is 1, the image
object is totally embedded in these image objects.

Feature value range: [0 ; 1]
Border to class

The absolute border of an image object shared with neighboring objects of a defined classi-
fication. If you use georeferenced data, the feature value is the real border to image objects

of a defined class; otherwise it is the number of pixel edges shared with the adjacent image
objects, as by default the pixel edge-length is 1.

Feature value range: [0 ; number of pixels of scene]
Rel. area of class

Area covered by image objects assigned to a defined class in a certain perimeter (in
pixels) around the image object concerned divided by the total area of image objects
inside this perimeter. The radius defining the perimeter can be determined by editing
the feature distance.

Feature value range: [0 ; 1]



Existence of class

Existence of an image object assigned to a defined class in a certain perimeter (in pi-
xels) around the image object concerned. If an image object of the defined classification
is found within the perimeter, the feature value is 1 (= true), otherwise it would be 0

(= false). The radius defining the perimeter can be determined by editing the feature
distance.

Feature value range: [0 (false) ; 1 (true)]

Distance to class

The distance (in pixels) of the image object concerned to the closest image objects assi-
gned to a defined class.

Feature value range: [0 ; depending on scene size]
Layer mean diff. to class

The mean difference of the layer L mean value of the image object concerned to the
layer L mean value of all image objects assigned to a defined class.

Feature value range: [0 ; depending on bit depth of data]

Relations to sub-objects

These features refer to existing class assignments of image objects on a lower level in
the image object hierarchy. Which of the lower levels to refer to can be determined by
editing the feature distance.

Rel. area of class

The area covered by sub-objects assigned to a defined class divided by the total area of
the image object concerned.

Feature value range: [0 ; 1]
Existence of class

Checks if there is at least one sub-object assigned to a defined class. If there is one, the
feature value is 1 (= true), otherwise the feature value is 0 (= false).

Feature value range: [0 (false) ; 1 (true)]



Area of class

The absolute area covered by sub-objects assigned to a defined class. If your data are
georeferenced, the feature value represents the real area (see Form > Area).

Feature value range: [0 ; scene size]
Number of class
The number of sub-objects assigned to a defined class.

Feature value range: [0 ; number of all image objects]

Relations to super-objects

This feature refers to existing class assignments of image objects on a higher level in the
image object hierarchy.

Existence of class

Checks if the super-object is assigned to a defined class. If this is true, the feature value
is 1, otherwise 0.

Feature value range: 0 (false) ; 1 (true)

Similarity to classes

Similarities work in a way similar to class inheritance. Adding a similarity to a class
description basically does the same as inheriting from this class. But since similarities
are part of the class description, they can be used with much more flexibility than can
inheritance. This is especially true when they are combined inside logical terms.

One very interesting method is the use of inverted similarities as a kind of negated in-
heritance: consider a class Bright defined by large channel mean values. You can define
a class Dark by inserting a similarity to bright and inverting it, which yields the logical
connection Dark is not Bright.



Membership to

In some cases it is of importance to incorporate the membership value to different clas-
ses in one class. This function allows you to explicitly address the membership values to
different classes.

Feature value range: [0 ; 1]

Classified as

The idea of this feature is to enable the user to refer to the classification of an object
without regard to the membership value.

Feature value range: 0 (false) ; 1 (true)

Global features

Global scene related

Number of pixels

Number of pixels in the pixel layer of the image.

Number of objects

Number of objects of any class on all levels of the scene. Includes unclassified objects.
Number of layers

Number of layers which are imported in the scene.

Resolution

Resolution of the image as set in the metadata of the image. 1 if no resolution is set.
Global layer mean of scene

Mean value for the selected layer.

Global layer stddev of scene

Standard Deviation for the selected layer.



Global Class related

Global number of objects of

The absolute number of all objects of the selected class on all levels.
Global area of

The absolute area of all objects of the selected class on all levels.
Global layer mean of

The mean of all objects of the selected class on the selected layer.
Global layer stddev of

The standard deviation of all objects of the selected class for the selected layer.



Customized features

eCognition comes with two possibilities to create new features based on the existing
ones: arithmetic and relational customized features. New customized features can be
named and also saved separately.

Customized features: arithmetic

A relatively simple method to create new features is to combine existing ones based on
arithmetic operators. This method is similar to that of spectral arithmetics known from
pixel based procedures such as vegetation indices. However, in eCognition all arbitrary
feature and not only tone can be combined, which opens a whole bandwidth of inte-
resting possibilities.

Customized features: relational

A more sophisticated method is the creation of relational customized features. One
specific feature can be chosen from the feature list in eCognition. The basic principle
of this method is that for each image object, different relations concerning this chosen
feature can be computed between this particular object and a specified selection of ob-
jects or sub-objects in its neighborhood. The specific relations which can be chosen are
described in the following.

To surrounding objects: Relations to surrounding objects target either the directly adja-
cent neighbor objects or, when a distance is defined, all objects within a certain radius.

mean value

Calculates the mean value of the feature values of an image object and the objects in a
specified surrounding. Note that for averaging, the feature values are weighted by the
size of the respective objects.

std dev (value)

Calculates the standard deviation of the features values of an image object and the ob-
jects in a specified surrounding.



mean difference

Calculates the mean difference between the feature value of an object and the feature
values of the objects in a specified surrounding. Note that for averaging, the feature
values of the objects in the surrounding are weighted by the respective size.

mean abs. difference

Calculates the mean absolute difference between the feature value of an object and the
feature values of the objects in a specified surrounding. Note that for averaging, the abso-
lute difference to each object in the surrounding is weighted by the respective size.

min

Returns the minimum value of the feature values of an image object and its neighbors of
a selected class.

max

Returns the minimum value of the feature values of an image object and its neighbors of
a selected class.

mean difference to higher values

Calculates the mean difference between the feature value of an object and the feature
values of the objects in a specified surrounding which have higher values than the object
itself. Note that for averaging, the feature values of the objects in the surrounding are
weighted by the respective size.

mean difference to lower values

Calculates the mean difference between the feature value of an object and the feature
values of the objects in a specified surrounding which have lower values than the object
itself. Note that for averaging, the feature values of the objects in the surrounding are
weighted by the respective size.

rate of higher value area
Calculates the portion of the area of the objects in a specified surrounding which have

higher values for the specified feature than the object itself to the area of all objects in
the specified surrounding.



rate of lower value area

Calculates the portion of the area of the objects in a specified surrounding which have
lower values for the specified feature than the object itself to the area of all objects in
the specified surrounding.

rate of higher values

Calculates the portion of the feature value difference times the area of the objects
which have higher values for the specified feature than the object itself to the feature
value difference times the area of all objects in the specified surrounding.

rate of lower values

Calculates the portion of the feature value difference times the area of the objects
which have lower values for the specified feature than the object itself to the feature
value difference times the area of all objects in the specified surrounding.

a, ~ = area of the neighbor object or rel. border length between this neighbor object
and the object to be classified if dist = 0.

Y =sum over all neighbors

To sub-objects: relations to sub-objects target either the objects of the subsequent level
or, when a distance is defined, the objects of a level which is the defined number of
levels lower. The following relations to sub-objects can be evaluated:

average value (avrg.value)

Calculates the mean value of the feature for the sub-objects on the specified sublevel.
Note that for averaging the feature values are weighted by the size of the respective sub-
objects.

standard deviation (std.dev)

Calculates standard deviation of the feature concerning the sub-objects on the specified
sublevel. This relational feature allows computation of a value for the structural hetero-
geneity of the given feature without consideration of spatial distribution.

average absolute difference to neighbors (avrg.abs.diff to neighbors)

Calculates the mean value of the contrast (mean absolute difference for a specified fea-

ture) of each sub-object on the specified sub-level to its direct neighbor objects. Note
that for averaging the contrast are weighted by the size of the respective sub-objects.



This relational feature allows computation of a value for the structural heterogeneity of
the given feature with consideration of spatial distribution.

TERMS
Standard nearest neighbor

The standard nearest neighbor is a nearest neighbor classifier that uses an identical
feature space throughout the whole eCognition project. It is edited in a special dialog
which can be opened via the menu item “Classification > Nearest Neighbor > Edit
Standard NN Feature Space....” If any changes are made to the standard nearest neigh-
bor feature space, these changes will be applied to all classes whose description contain
the standard nearest neighbor.

Logical terms
Logical terms are used to combine fuzzy expressions, such as membership functions,
nearest neighbor classifiers, similarities, and logical terms with standard fuzzy logic

operators.

eCognition provides the following operators:

and (min) Fuzzy logical “and”-operator using the minimum function.
and (*) Product of feature values.

or [max) Fuzzy logical “or’-operator using the maximum function.
mean (arithm.) Arithmetic mean of the assignment values.

mean (geo.) Geometric mean of the assignment values.

Example: Consider four membership values of 100 % each and one of 0 %. The “and”-
operator yields the minimum value, i.e., 0 %, whereas the “or’-operator yields the

maximum value, i.e., 100 %. The arithmetic mean yields the average value, in this case
80 %.



Classification-based segmentation and correction of image objects

Since eCognition’s multiresolution segmentation is a knowledge-free method for the
generation of image objects which is exclusively determined by a homogeneity criteri-
on consisting of color and form homogeneity, the resulting image objects can only be
regarded as object primitives. In addition, multiresolution segmentation yields image
objects of a similar size, while different structures in an image are embedded in diffe-
rent scales of resolution. Consequently, one image object level with its characteristic
resolution cannot represent all structures in the image. This can only be achieved using
more than one image object level.

The tools described in this chapter are of great importance, because they allow the
combination of shape information of different scales. Information of an image object
level with a fine resolution can thus be used to correct a level with a coarser resolution.

To understand an image and to obtain information of a fine resolution level, in many
cases a coarser resolution is necessary. This problem is analogous to human perception,
where the discerning eye must be at a certain distance to realize what kind of structure
is displayed in an image. Once you have obtained an overview, the detailed informati-
on can be analyzed. Image objects on a coarser level, e.g., urban and rural structures,
might undergo border optimization to correct their shape.

To handle these problems, eCognition provides a second method of image object
generation which is not based on a homogeneity criterion, but uses a knowledge base
instead. The knowledge base taken is a classification of the image object primitives yiel-
ded by multiresolution segmentation.

The formulation of rules for the so-called classification-based segmentation is carried
out by editing structure groups. A structure group is a collection of classes representing
the same structure in an image and can consist of classes defined for different levels in
the image object hierarchy.

eCognition distinguishes different types of classification-based image object generation:



Classification-based multiresolution segmentation

In some cases it might be necessary
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distinct areas, covered by already
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Classification-based fusion

The principle of classifica- Select Dperation

tion-based fusion is simple: * LCreate new Level merging Image Objects in selected Level
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that represent identical Merge Image Objects in selected Level
structures, or are parts of [~ Border Optimization of selected Level
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ged into one new image ob-

ject. This way, a number of

image objects forming an urban area can be merged into one image object representing
an entire urban area. A structure is defined by organizing all classes which semantically
form this structure in a structure group. You can either create a new image object level
in which the objects are merged, or merge them in the same level. In the latter case,
former image objects will be lost.
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Image object level before classification-based fusion:
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The same image object level after classification-based fusion:
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Examples of classification-based fusion can be found in Functional Guide > Image Ob-
ject Generation II: Classification-based Segmentation / Refinement and Guided Tours

> Analysis of the Degree of Urban Impervious Area.



Classification-based shape correction of image objects depending on sub-objects

The main purpose of the following two tools is the shape correction of image objects
based on sub-objects. To perform this procedure, in addition to the classified level of
image objects which should be refined, a level of classified sub-objects is needed. Again,
the organization of classes to structure groups is the knowledge base for those opera-
tions. The basic principle is that a sub-object which was assigned to a class in another
structure group other than the class of its super-object is treated as heterogeneous or as
“not belonging” to this super-object. The result is a regrouping of this sub-object. Two
different techniques are available for this purpose.

Classification-based border optimization

Sub-objects situated at the border of their respective super-object and member of
another structure group will

Select Operation
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ObJCCt, if this nclghbor super- Merge Image Objects in selected Level
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group as the sub-object. [™ Estract Image Objects on selected Level

The result of such a border
optimization appears above. The image regions represented by the affected super-ob-
jects alter: whereas the former super-object loses the area represented by the re-grouped

sub-object, the new super-object gains this area. Border optimization yields an image
object level with shape corrected objects.

An example for border optimization can be found in Guided Tours > High resolution
Aerial Scan.




Classification-based image object extraction

In contrast to border optimization, the extraction of sub-objects handles all sub-ob-
jects, even image objects situated geographically within a super-object.

If a sub-object is assigned to a different struc- |-Selest Operaiion

ture group than its super-object the hierar—  Create new Level merging Image Objects in selected Level
,

chical connection between these two objects " Merge Image Objects in selected Level

will be deallocated. The super-object loses the | I Berder Datimizefion of selecled Level

™ Extract Image Objects on selected Levet

area represented by the sub-object. Instead, a

new image object identical to the sub-object
will be produced and inserted in the network as its new super-object.

An additional application of this procedure is to project image objects embedded in
different levels of the hierarchical network of image objects onto the same image object
level.

An example for this can be found in Functional Guide > Image Object Generation II:
Classification-based Segmentation/Refinement.




Multisource data fusion
Bridging remote sensing and GIS

Multisource data fusion is supported by eCognition through different techniques. In
this context, data fusion means the simultaneous utilization of image data of various
origin, the only precondition being georeferenced data, i.e., the size of the image and
of the pixels in the image layers and thematic layers are the same. In this case, the diffe-
rent information channels can be brought into a reasonable relation to each other. This
chapter gives an overview of the possibilities of multisource data fusion.

Arbitrary layer weights for the segmentation of images

eCognition enables you to determine the influence of any imported image layer on
the process of image object generation: for each layer you can determine how much
of the information provided by it should be used in the segmentation process (Func-
tional Guide > Image Object Generation I: Multiresolution Segmentation) by editing

its weight. This means that you can influence the generation of image objects in a way
that best suits the posed problem. If, for instance, your project contains an image layer
representing an elevation model, this elevation information can be incorporated into
the segmentation process together with information of other image layers containing
spectral information.

Simultaneous utilization of the information provided by different image layers for classi-
fication

When classifying a segmented image, you can use information from different image
layers simultaneously. Imagine working on an aerial photograph along with an elevati-
on model. Roofs can be classified using their spectral value derived from an image layer
containing spectral information along with their elevation value relative to their neigh-
borhood derived from an image layer containing the elevation model.
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Use one layer for segmentation, a different one for classification

Often image layers are weighted with a 0 during the segmentation process, which
means that none of the information provided is used for the generation of image object
primitives. However, the information provided can be utilized without restraint for
classification. Consider a project containing an elevation model with a lower resolution
than the image layers providing the spectral information. Due to the lower resolution,
the elevation model will probably not be considered in the segmentation process. The
information provided by it, however, can be utilized for the classification.

Relate different scale-dependent structures

Image object levels of different resolutions can be created by weighting image layers
differently. This way different scale-dependent structures can be represented on diffe-
rent levels in the image object hierarchy. Since each image object level can utilize the
information from any other image object level, these structures can be brought into
relation to each other. Consider a segmentation based on an imported thematic layer
representing a land register as an example. The information from a sublevel with a finer
segmentation can be utilized for the classification of such a thematic layer, while the
segmentation of this sub-level is built on information provided by other image layers.
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Use structural information from a coarser image object level to limit the borders of sub-
objects throughout the segmentation

If a sub-level is created for an existing image object level, all new sub-objects will be
situated within the borders of the super-objects. This fact can be used for applications
like change detection. If you intend to compare a classified image object level of the
current year with an already existing thematic land use classification (previous year),
you can use the borders of both levels for the segmentation of a new sublevel. This new
level is segmented as a sublevel of the current level, with segmentation depending only
on the thematic layer (by weighting all image layers with 0). Because the borders of
the super-objects from the current classified level have to be considered in the segmen-
tation, the new sub-level is divided as shown below. In doing so, changes between the
thematic layer information and the current image object level are extracted as separate



image objects. Further classification of these “change” objects can decide how to handle
them.

_“ classified image object level
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Classification evaluation in eCognition

Evaluating the quality of a classification result is of high importance in remote sensing
since it gives evidence of how well the generated or used classifier is capable of extrac-
ting the desired objects from the image. Commonly, as a first evaluation, simple visual
inspection can be used to evaluate the plausibility of the classification results. Neverthe-
less, this is just a subjective method and thus hardly to be quantified or even capable of
being expressed in comparable values. Moreover, it is necessary to obtain information
about the classification stability and how capable the classes are to extract the desired
image information. Beside the classical methods of accuracy assessment, special me-
thods based upon fuzzy concepts can be used.

Common accuracy measures

In order to measure the quality of a classifier and to compare and evaluate classifica-
tions with respect to their suitability for specific applications, accuracy measures are
used. Mostly they are derived on the basis of a comparison of the classification in ques-
tion with another classification. This latter classification is often obtained with different
methods, e.g., by on-site ground measurements, and is considered reliable and true,
which is why sometimes the term “ground truth” is used. We will here use the term
“reference classification” to emphasize that it is essentially also a classification, the relia-
bility of which must be assured and cannot be taken for granted. Special care has, e.g.,
to be taken if the reference classification is obtained with data taken at a different time
than was the data for the classification to be evaluated. Moreover, it must be assured
that the reference classification and the classification in question carry comparable in-
formation. This means that they have the same classes, or at least classes which can be
assigned to each other’s classes by merging, and that they both have the same grid, i.e.,
speaking in digital terms, that the pixels have the same location and spatial extent on
the ground. In the sequel we take all this for granted (assuming that if necessary some
pre-processing of classification and reference classification was performed) and we assu-
me especially that both classification and reference classification assign the same classes
in a crisp way, i.e., that a pixel is assigned to exactly one class. And we shall assume
that the pixels of the reference classification are a subset of those of the classification.

We can then derive a so-called confusion table by counting how many of the pixels
classified as class 7 in the classification are of class # in the reference classification. We
denote this number by @, and write it in row i and column & of the table.

This table, sometimes referred to as confusion matrix or error matrix, contains all the
information about the relation between classification and reference classification. Howe-
ver, it is often useful to derive from it some characteristic numbers which simplify the
accuracy assessment of the classification (Congalton, 1991).
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A first such number is overall accuracy 0A. It is the proportion of all reference pixels
which are classified correctly (in the sense that the class assignment of the classification
and of the reference classification agree). It can be computed from the confusion table

where n is the number of all reference pixels. So 04 is the sum of the diagonal entries
of the confusion table divided by the number of all reference pixels. Overall accuracy
is a very coarse measure. It gives no information about what classes are classified with
good accuracy. In fact, a classification with poor overall accuracy may find one certain
class with high accuracy, although it confuses all others, and thus be of interest for cer-
tain applications. Therefore, other measures are useful.

One such measure, producer’s accuracy PA(class,), estimates the probability that a pixel
which is of c/ass 7 in the reference classification is correctly classified. It is thus for each
class 7 the proportion of pixels where classification and reference classification agree

in class 7 and the reference pixels are classified as this class. As the total number of the
pixels of class 7 in the reference classification is obtained as the sum of column 7 in the
confusion table, we have

PA (class,.) = Na—”
Y
i=1



Producer’s accuracy is actually a measure for the producer of a classification, which tells
him how well the classification agrees with the reference classification. It gives, howe-
ver, no information about how well the classification predicts a class, i.e., it gives no in-
formation about the probability that a pixel classified as class i is actually of class i. This
is the primary interest of a user of a classification and an estimate of this probability is
thus called wuser’s accuracy UA(CIGSSi) . We estimate this probability by the proportion of
pixels where classification and reference classification agree in class i and the number of
all reference pixels classified as class i by the classification. Now the total number of pi-
xels which are classified as class 7 is obtained by the sum of row 7 of the confusion table,
so that we have

UA(class,.) = i

N
2%
=

Let us give a small example to clarify the differences between PA and UA. Consider the
following confusion table.

Reference classification
Classification Class 1 Class 2 Class N
Class 1 50 0 0 50
Class 2 40 100 60 200
Class N 10 0 40 50
100 100 100 n =300

We obtain here as producer’s accuracy for class 1 PA(class,) =39/, = 0.5, meaning that
only 50 % of the class 1 pixels of the reference classification are found by the classifica-
tion. On the other hand, the value UA(class,) =50 50=1.0 shows that the user can rely
completely on the classification here: whenever a pixel is classified to class 1, this is
correct.

The situation is quite different when we consider class 2. Here we get

PA(class,) = 10%00 =1.0, i.e., the classification classifies all class 2 pixels of the reference
classification correctly. But this time, as UA(classz) = 10%00 =0.5, the user can be only
50 % sure that a pixel classified as class 2 is in fact class 2. Such a pixel is in half of all
cases confused with other classes.



For class 3 we find PA(c lass3) = 4%00 =0.4 and UA(c lass3) = 4%0 =0.8. So although
again producer’s accuracy is quite low, a user can rely on a pixel classified as class 3 to

80 %.

The overall accuracy in this example, 04 = (50+100 +40) —0.63  is rather low. It
gives no information to the producer or user of the classlf3 ication as to which classes are
well detected, although some of them can be of interest in certain applications (e.g.,
class 1 can be of interest in the design of a classifier and classes 2 and 3 can be of inte-
rest in the use of the classification).

In order to compensate for the different interests of users and producers of a classifi-
cation, certain combinations of producer’s and user’s accuracy are used. A first such
choice is the product

PA ~UA(classl) =PA (class,.)-UA(classl.)
or the minimum

PA A UA(classi) = min(PA (classi),UA(classi))

of the two. They give values close to one if both accuracies are high and are close to
zero if any of the two is low. In the example above we get for classes 1, 2 and 3 respec-
tively the values for PA -UA 0.5, 0.5 and 0.32, and for PA A UA we find 0.5, 0.5 and
0.4.

Other possibilities are the measure of Hellden [3,4]

HA(class,) = NL

N
E Ay + E iy

= =
which is the harmonic mean of PA (classi) and UA(ClaSS[), ie.,
2 PA (Class,.) : UA(class,.)

1 + 1 B (PA (class,) + UA(class[ ))/ 2
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HA(class[) =

or the measure of Short [4,5]
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For Short’s measure we find
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PA (classi ) : UA(class,)
PA (classi) + UA(class,) -PA (classl. ) : UA(classi)

The interpretation of this accuracy measure is not so easy. Let us only mention that it
is the quotient of the product t-norm (e, 8) = o - § and the associated
t-conorm s(a,ﬁ) =1- t(l -a,l- [3’) for o = PA(class,.) and B = UA(classi).

In our above example, the values of HA for classes 1,2 and 3 are 0.67, 0.67 and 0.53.
The corresponding values for SA are 0.5, 0.5 and 0.36. Each of these measures shows
that the classification for classes 1 and 2 is better than the one for class 3.

SA(Classt.)

PA ~UA<M>} < A 1 UA(class ) < HA(class)

which says that in a certain sense, Short’s accuracy measure or the product of producer’s
and user’s accuracies is the most pessimistic, and Hellden’s accuracy measure is the most
optimistic. The use of producer’s accuracy or user’s accuracy alone should be treated
with caution, as both answer completely different questions.

There is another accuracy measure which has attained wider interest in the classificati-
on community, namely Cohen’s kappa coefficient [1,4]. It follows, however, a different
idea. Whereas overall accuracy, OA, checks how many of all pixels are classified correct-
ly, assuming that the reference classification is true, here it is assumed that both classifi-
cation and reference classification are independent class assignments of equal reliability;
how well they agree is what is measured. The big advantage of the kappa coefficient
over overall accuracy is that kappa takes chance agreement into account and corrects
for it. Chance agreement means here the probability that classification and reference
classification agree by mere chance. Assuming statistical independence we obtain for
this probability the estimation

N
P = E P(classification classifies class_ and reference classification classifies classK) =

K=1

N
E P(classification classifies class, ) : P(reference classification classifies classK) =

k=1

N N
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n

I
M=

K=1
With this the kappa coefficient is defined as

P-P
1-P

K =



y
where £ = %2“ is the proportion of observed agreement and P, as derived above is
the proportion of chance agreement. Note that the kappa coefficient may have negative
values (whereas the other accuracy measures treated so far range between 0 and 1) and
that K = 1 means perfect agreement between classification and reference classification.

There is also a kappa coefficient for the classes (Rosenfield & Fitzpatrick-Lins, 1986)

defined by
B t) = 3 3
2 asz,k i _Ekaikzkaki

which can be used to assess the agreement of the two classifications for each class. The

(class

kappa coefficients are often criticized for the assumption of statistical independence
and should therefore be treated with care.

Advanced classification evaluation based on fuzzy classification

When using fuzzy classification methods, objects can belong to several classes but with
different degrees of membership, which is the case when class descriptions overlap.
Thus, to evaluate the reliability or stability of classes it is necessary to survey the diffe-
rent degrees of membership of the classified objects. Objects whose feature values are
within these overlapping ranges can be seen as ambiguous objects, since they fulfill the
criteria of more than one class. Although fuzzy concepts make it possible to describe
these ambiguities, the main aim of each classification should be to define classes as
unambiguously as possible. Note: obtaining ambiguous objects does not mean that the
objects are misclassified; it rather means that there is no class to which these objects
belong to explicitly. Hence, regarding the objects’ statistics of the degrees of member-
ship to the classes helps to evaluate the quality of the classes. In other words: the less
ambiguous the objects, the more usable the classification results. Likewise, one can say:
the more distinctly the classes differentiate the objects, the more clearly they express the
image’s content.

To quantify a class’s quality regarding the statistics of its objects’ degrees of membership
is an appropriate method: the more objects having a membership degree of 1 to just
this class, the better the class is, and vice versa. In addition, the statistics and some
parameters such as minimum, maximum, standard deviation and mean of the several
degrees of membership can give more evidence.

The figures on the next page show the degrees of membership () of four objects clas-
sified as water, whereby the membership threshold to become classified is at p=0.5. All
examples show ambiguous objects since there is no object classified with a degree of
membership p=1.0 to water only.
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Assuming the class water consists only of these four objects, the statistics of the objects’

p would look like:
No. of objects Minimum Standard Maximum Mean
deviation
4 0.5 0.2 1.0 0.8

The table can be interpreted as follows: at least one object fulfills the class description
completely, but there are some which do not. There is also at least one object which
meets the class criteria poorly. But in general the objects have a membership degree p =
0.8 + 0.2. This can be interpreted as “most objects of the class meet the class’s criteria
sufficiently.” Comparing the diagrams with the table it is obvious that the p-statistics
for water only are not sufficient. Moreover, is is sufficient to evaluate the p statistics re-

latively? Especially a comparison between the best and second best p-values gives more
evidence about the capability to separate the objects unambiguously. A simple operator
which expresses the relativity between two values is their difference. The higher the p’s
difference, the more unambiguously an object belongs to its class.
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For our class water the differences are:

object 1: 0.8 — 0.55 = 0.25; object 2: 1.0 — 0.95 = 0.05;
object 3: 0.5 — 0.5 = 0.0; object 4: 0.9 — 0.1 = 0.8;

Regarding the statistics of the differences between the best and second best, p looks
like:

No. of objects Minimum Standard Maximum Mean
deviation
4 0.00 0.37 0.8 0.27

This table can be interpreted as: there is at least one object which belongs to another
class with the same degree of membership as to water (minimum = 0.00). There is no
object of the class water which does not belong to another class at the same time. If
this were the case, a maximum of 1.0 would occur. In general the objects of water can
only be poorly separated from other classes (mean = 0.27 + 0.37).

What are the consequences of this reasoning? Regarding the class descriptions (not only
that of water) obviously their membership functions do overlap in the value ranges. To
solve the problem either the membership functions must be adjusted to avoid overlap-
ping value ranges or other features must be found which are more capable of distingu-
ishing water from other classes. Beside, it is possible that the data itself only gives poor
information for formulating clearly discriminating membership functions. For the last
case, this means the class descriptions are well chosen and thus their membership func-
tions describe the vagueness of the desired classes when using ineligible image data.

The above examples showed one basic advantage of fuzzy classification methods: due
to handling with degrees of membership instead of binary membership values, it is
possible to evaluate the classifier’s capability to extract the desired object classes from
an image. Additionally, it is possible to detect unstable, unreliable classes. Nevertheless,
it is necessary to compare the obtained classification results with the real world using



methods of accuracy assessment as described in the chapter above. Establishing fuzzy

accuracy measures is a current research topic.
Aspects of human perception
Some facts and theory

Human perception does not simply register. It is a highly active and integrated process,
which unfolds in many steps between the direct sensual inputs on the one hand, and
categories and our knowledge of the world on the other.

An interesting perspective on this process is given by constructivism, one of the most
influential streams in modern epistemology, which has a strong impact on the field of
artificial intelligence. It describes each perception as a new, active construction of an
imagination about what is outside, invoked by the confrontation of sensual inputs with
our concepts and knowledge about the world. We see, for instance, only the front of a
tree, but internally we add everything to it that is connected to our idea or experience
of a tree: that it has a back also, that it is compact, consists of wood, that there can be
some more trees around.... Evaluation of experiences is not done on the basis of the
sensual inputs, but on basis of this self-constructed image.

These inner “images” include “image objects” with manifold relationships to each
other, to different kinds of contexts (e.g., functional, spatial or temporal), and to our
knowledge basis. Introspectively it is clear that for each situation there is a multiscale
representation of events, of spatial or temporal cognition. All the time we are switching
between scales, focusing sometimes more on details, sometimes more on the larger
context.

Modern brain research has verified the fact that in many cases the inner representation
of cognition, experiences, or perceptive contents is object oriented. The representation
of perceptive contents in an object oriented and abstract way is the basis of thinking
and also of language.

Beginning with primitive, more “technical” processing such as lateral inhibition — a
contrast-increasing interplay between the neurons directly behind the retina — a process
of increasing abstraction and increasing incorporation of semantic knowledge starts. It
goes from construction of cognitive objects over primitive assignment of meaning to
more and more elaborated, detailed, affective, and also conscious functionality. Theses
sequences are not stiff; they include loops of local confirmation and improvement.
So-called intermodal processing, furthermore, allows integrating inputs from different
senses concerning the same cognitive event. A fairly complex reconciliation supports a
higher degree of accuracy concerning knowledge about the world and the actual situa-
tion around us.



Modern cognitive psychology furthermore has worked out the vital role of affects
and emotions in human perception. Each cognitive event is evaluated with an affec-
tive connotation. This affect plays an important role concerning the way of further
information processing and concerning memory request. In changing life situations,
emotions are filters which guide the focus of attention concerning what of the overa-
bundance of sensual, cognitive inputs is of current importance and what is not.

All the functions and rules in the different steps of this process can be called categories
in the sense of the categories “a priori” of Immanuel Kant, the German philosopher.
More than 200 years ago he described that each perception needs a category “a priori,”
a functionality which already exists before the perceptive step and which allows mea-
ningful extraction of information. But where are categories coming from? Evolutionary
epistemology has taught us that categories are learned through an evolutionary process
in living interaction with the environment. In a similar way to anatomical features
adapting to the environment, categories are adapting to the need for meaningful in-
formation gathering and decision making in changing environments. Our categories
are the product of the experiences of all of our ancestors as well as of our own personal
experiences. Thus, they are partly transmitted genetically and partly they grow with
each step in life.

Throughout millions of years evolution has created what we today call human percep-
tion, and what we experience consciously or subconsciously in daily life. It is clear that
the capabilities of the human brain and especially the semantic capabilities and the
interplay between representation of a scene and perception are of astonishing elaborate-
ness and flexibility. They will still remain unmatched for a long time.

... and eCognition?

Of course the process of digital image analysis in eCognition is very, very different and
in no way as complex as human visual perception. The underlying processes differ in
principal. However, on a meta-level some parallel aspects are visible.

As the brain does, eCognition processes image information in an object oriented way.

The result of image analysis with eCognition comes in the form of a hierarchical net-
work of image objects with concrete attributes, concrete classification and different
kinds of concrete relations to each other and to the knowledge basis. This corresponds
to the approach of constructivism: the network is the actively constructed imagination
of the software about the image, a structure which resulted from the confrontation of
image data with rules of processing and a knowledge basis. Evaluation / classification is
done on the basis of previously self-constructed object primitives. Image data itself are
not changed.



More complex applications of eCognition typically go step by step from simple ex-
traction of image object primitives to more and more abstracted and knowledge based
procedures.

Image information is represented by the hierarchical network at different spatial re-
solutions simultaneously, allowing mutual confirmation and the analysis of mutual
relations.

Procedures for local image analysis strategies depending on the classification of image
objects are possible, similar to loops of local improvement. Local confirmation is alrea-
dy included in the sense that, for instance, the attributes of an object, the composition
of sub-objects, the relations to its neighborhood, and also to its context must all fulfill
the feature description of the same class.

Multisource data fusion supported by eCognition has parallels to multimodal infor-
mation processing by the brain. Data of very different sources are synchronized and
brought into a meaningful relationship.

The resulting network of image objects is a perfect starting point for further object ori-
ented simulation. Is thinking not something like simulation in the brain?

And how does the system learn? Nearest neighbor training and classification is already
an example for how easy categories can be built in eCognition. Beyond that, many ef-
forts will be undertaken in order to develop further methods which support the user in
the development of robust and transferable knowledge bases.
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5 FUNCTIONAL GUIDE

How to use eCognition

This chapter shows you how to use eCognition in all its different functionalities in de-
tail. Important steps for handling images are described, including time-tested strategies,
and we highly recommend you to go through it carefully. Use the User Interface chap-
ter along with this one, if you do not yet feel completely comfortable with eCognition's

user interface.
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Overview

The functional guide explains the different functionalities of eCognition in detail. The
layout of the functional guide is meant to follow the workflow as it is encountered
when analyzing an image with eCognition. Some of the tools are treated in more than
one chapter because they are needed in more than one phase of the workflow.

We highly recommend that you go through the functional guide carefully while simul-
taneously consulting the user interface chapter along with this one, if you do not yet
feel completely comfortable with eCognition‘s user interface.

eCognition workflow

The workflow in eCognition follows a certain pattern. Prerequisite for a classification is
the object hierarchy. The object hierarchy, whether it contains only one single level or
a multitude of levels, provides the base for the classification. Then based on this object
hierarchy the class hierarchy is developed. This development typically happens in itera-
tive steps. A first set of classes is introduced and the image is classified. Then as additi-
onal classes are added and eventually class related features are used, the class hierarchy
is improved and the classification result optimized.

Loading image and thematic data

The input data can have different resolutions and cover
different areas, as long as geoinformation is available.
The thematic layers can be ASCII raster or *.shp vector
format.

Relevant chapters:
01 — Importing an Exporting
02 — Navigation and Visualization

Image object generation I:

Multiresolution Segmentation

Multiresolution segmentation extracts image objects,
which are then classified. In many cases one level of
image objects already satisfies the requirements for the

classification. However, by iterative segmentation cycles
an object hierarchy can be constructed which allows ac-
cess to objects of different scales at the same time.



Relevant chapters:
03 — Image Object Generation I: Multiresolution Seg
mentation

04 — Working with Polygons

Information on image objects and features

(1]
P .
vy

eCognition offers several tools which help find useful

% 2

features and ways to separate classes.

Relevant chapter:
05 — Information on Image Objects and Features

Creating a class hierarchy

® . Based on the user’s knowledge and aided by
FEE eCognition's tools, the knowledge base which is used

F clasz d . . . .
: ol to classify the image objects is constructed.
B0 clasz e
! class f
Relevant chapters:
@ classg L .
06 — Classification Introduction
07 — Classification Basics
Classification & refinement
g e | In iterative steps the image is classified. Initial classi-
Bl s fication results can be refined by an extension of the

class hierarchy and by restructuring the object hierar-

b3

chy based on the first classification results.

Relevant chapters:

08 — Classification Advanced

09 — Information on Classification

10 — Image Object Generation II: Classification-based
Segmentation/Refinement

Export of information
The classification results can be exported as graphic
information in vector or raster format. Additionally sta-

AR DA

tistical information can be created.

Relevant chapters:
11 — Accuracy Assessment and Statistics
01 — Importing and Exporting



Importing and Exporting

This chapter is subdivided into the following parts:

* Creating new eCognition projects

* Adding additional layers to a running eCognition project
* Creating aliases for your layers

* Loading and saving eCognition projects

* Importing and exporting eCognition files

* Exporting objects, classification results and views

Creating new eCognition projects

To import image or thematic layers open the “Import Image Layers...” dialog by either
clicking the [Bl] icon or choosing “Project > New...” from the menu bar.

eCognition is capable of importing raster and vector data, whereby vector data is con-
verted by eCognition into raster data to be imported. The software distinguishes two
basic types of data:

* image layers
* thematic layers

While image layers contain continuous information, the information of thematic layers
is discrete. The two types of layers have to be treated differently in both segmentation
and classification. Thematic layers can be imported in addition to image layers.
Importing and exporting thematic layers also represents eCognition's interface to GIS.

Note! It is possible to import additional image and thematic layers into a running
project (see below “Adding additional layers to a running eCognition project”).



Importing image layers
Supported image formats
By clicking “Insert” @) you can insert image layers.

Using the GDAL library by Frank Warmerdam, a translator library for raster geospatial
data formats and additional plug-in formats, eCognition supports the import of a vari-
ety of raster file formats including the most common ones.

Supported image formats:

— Arc/Info Binary Grid

— *.asc ESRI ASCII GRID File

— *.tif Tagged Image File (Geocoded)

— *.ecw ER Mapper Compressed Raster
— *.gif Compuserve GIF ™

— *.bmp Windows or OS/2 Bitmap files
— *jpg JPEG JFIF

— *jp2 JPEG 2000

— *.img Erdas Imagine Images

— *.pix PCI DSK image format

Note! If either PCI Geomatica© or Geomatica Geogateway®© is installed on your
computer, additional import formats are supported. The respective software only
has to be installed, it is not necessary to start the software.

Dialog “Create Project”

2l
: Sutan
. « Paognct e Hew Progct eracton
In the upper window @) of the “Cre- Eopeleale St ke
. » 1. Paciect S8 GO0HE00 ponsly !
ate Project” dialog you see the general o =
project header information, including Pooh = 2
the following items: priw s s O T ig
ca_susend_grmen b 1Pd Bidugred B0 BN Reezgs
or_subsed_recl il 1Pd BENuaigred ED0 B0
cx_subse_ri bl 1P Eluvired E0 EDD 5,,9
. PrOjCCt name or_subse_mi il 1P MRumigred  E00 600 @
* coordinate system
* resolution o
* geocoding
* project size (or subset size,
if defined)
Therate; Lavee s
w
The window in the middle of the o Y s |
dialog @ displays the loaded image
layers along with their properties.




The lower section of the dialog @ displays thematic layers together with their attribute
tables.

By clicking “Subset selection” @ a subset can be defined (see next chapter “Select a
subset”).

By clicking “Insert” (e.g., button @ or @) or “Remove” (e.g., button € or @) you

can insert new layers or remove selected layers from the project.

To sort layers, select the one or more layers that you want to sort and move them up or
down by using the small arrows. @

To sort layers alphabetically, select the layers to be sorted and press the “Sort” button.

(5]

Select the desired units for your project with the drop-down menu ,,Unit* @.

Handling different resolutions

You can insert image or thematic layers with diffe-
rent resolutions into eCognition. They do not have
to have the same number of columns and rows. To
combine image layers of different resolutions, the
images with the lower resolution“meaning larger
pixel size“are resampled to the size of the smallest
pixel size. If the layers have exactly the same ex-
tent and geographical position, then geocoding is
not necessary for the resampling of images. If no
measurement unit is given in the image data itself,

the unit is automatically assigned to pixels . If - . RO

. . larger resolution - small pixel size
you want to change the unit for your project you
can assign it appropriately. You can choose from
all commonly known sensible units - metric and

imperial.

If no measurement unit is given in the image data
itself, the unit is automatically assigned to pixels
@. If you want to change the unit for your project
you can assign it appropriately. You can choose
from all commonly known sensible units - metric
and imperial.

-
lower resolution - image is resampled to be
imported into eCognition



Geocoding and different geographical coverages

The geocoding information from the inserted files is automatically detected by the
software. If the information is not included in

the image file but is nevertheless available, you 21x
can open a dialog for each layer to insert the Nam

geocoding information by double-click or right- lrlo"”bsa-b‘“e'”f

click on the appropriate layer. In the following el

dialog “Layer Properties” the name of the layer Lowerleft () [e2ooo0
and the x and y coordinates of the lower left Lowerlelty (P [376830

Pixel size [P« 10

Geocoding v

corner as well as the pixel size can be entered.

Furthermore, you can decide whether you want

to ignore the geocoding of a specified layer by H—‘”e'l—““ ‘
THT

activating the check box: No Geocoding. In
this dialog you can also change the layer’s name Cancel
and add an alias for the layer.

If you change the unit of your project and also the resolution, you will realize that also
the coordinates of the project change accordingly.

See also User Interface > Layer Properties.

If the loaded image
files are georeferenced
to one single coordina-
te system, image and
thematic layers with a
different geographical
coverage and/or size
(and resolution) can
also be inserted, as
displayed in the image
below.

Images with different
geographical locati-

on and size can be
handled by eCognition
if they belong to the
same coordinate sys-

tem.



Select a subset

After inserting an image file, click the button “Subset selection” in the dialog “Create
Project” to select a subset.

The following dialog comes up:

i The subset can be determined by a

' rectangle drawn with the mouse or by
inserting corner coordinate values. The
corner coordinate values can be defined

in the section ,,Subset” € in the fields
“Minimum X/Y” (lower left corner) and
“Maximum X/Y” (upper right corner). As-
suming your data is georeferenced, activate
checkbox @ “Use geocoding for subset”
and the corner coordinates can be selec-
ted based on the respective geographical
coordinate system. The field “Scene Size”

@ shows the resulting subset extent based
on the chosen subset rectangle, which is

e .
Mirirnan . W M |asz: COlOfed mn red.
Miriruas Wo Mysmrn't  [7aam?
o T!;‘;%qm— % If you have inserted different layers the
' ' ' field “Active image layer,”@ allows you t
7 Use goocodng o subest g yer, WS you to
% Bl ubsa oot _Gwer |

visualize one image layer at a time. The
location of the images that are not selected
as active image layer are indicated by a white rectangle if the image layers differ in their
geographical location and/or size.

To safe the subsets as seperate files, check the checkbox “Store subset in own file(s)” @.

See also User Interface > Subset Selection.

Importing thematic layers

In principal all import formats supported for image layers are also supported for the-
matic layers; additionally the shape file format of the type polygon is supported.

To import a thematic layer press the “Insert” @ button in the lower section of the
“Create Project” dialog, choose the thematic layer first and afterwards the attribute
table from the menu that pops up. To insert additional thematic layers, repeat the pro-
cedure. The selection can be seen in window @.



Supported formats for thematic layers:

- Arc/Info Binary Grid

- *.shp Shape files (shape type polygon)
- *.asc ESRI ASCII GRID File

- *.tif Tagged Image File (Geocoded)

- *.ecw ER Mapper Compressed Raster
- *.gif Compuserve GIF ™

- *bmp Windows or OS/2 Bitmap files
- * jpg JPEG JFIF

~*jp2 JPEG 2000

- *.img Erdas Imagine Images

- *.pix PCI DSK image format

Note! It is only possible to load shape files of the shape type polygon. Other shape
file types like point or line are not supported.

Vector data needs to be rasterized for import into eCognition. A thematic raster *.tif
file is created and saved on the hard disc in the same folder as the shape file. For details
see Concepts and Methods > Vector format import and export. The folder where the

shape file is stored cannot be a read-only file. Therefore, you cannot import a shape file

from, e.g., a CD-ROM drive.

For polygon shape files the attribute table is selected automatically by choosing the ap-
propriate *.dbf file. For all other formats the respective attribute table must be specially
indicated. Therefore the dialog “Load attribute table” comes up with the supported file
formats:

— *.txt ASCII text files
— *.dbf Dbase files

— *.csv Comma separated values

When loading a thematic layer from a multilayer image file (e.g., *.img stack file), the
appropriate layer that corresponds with the thematic information is requested in the
dialog “Import from multilayer image” file: select thematic layer from image file. Addi-
tionally, the attribute table with the appropriate thematic information must be loaded.

To sort thematic layers proceed as Import from multi layer image file %]
. L« L.
described above in Importmg 1mage Select thematic layer from image file I

layers.”
0K I Lancel |

To finalize the import click

“Create.”

Note! Thematic layers cannot have aliases.



Adding additional layers to a running eCognition project
Add image layer to an existing project

To add an image layer to a running eCognition project choose from the menu “Project > Add
Image layer.”

The following image formats are supported (same as image layers):
— Arc/Info Binary Grid

— *.asc ESRI ASCII GRID File

— *.tif Tagged Image File (Geocoded)

— *.ecw ER Mapper Compressed Raster
— *.gif Compuserve GIF ™

— *.bmp Windows or OS/2 Bitmap files
—*jpg JPEG JFIF

—*jp2 JPEG 2000

— *.img Erdas Imagine Images

— *.pix PCI DSK image format

Add thematic layer to an existing project

To add a thematic layer to a running eCognition project choose “Project > Add Thematic
layer” from the menu.

Supported thematic file formats (same as thematic layers):
— Arc/Info Binary Grid

— *.shp Shape files (shape type polygon)
— *.asc ESRI ASCII GRID File

— *.tif Tagged Image File (Geocoded)

— *.ecw ER Mapper Compressed Raster
— *.gif Compuserve GIF™

— *.bmp Windows or OS/2 Bitmap files
—* jpg JPEG JFIF

—*jp2 JPEG 2000

— *.img Erdas Imagine Images

— *.pix PCI DSK image format

See also “Importing thematic layers,” especially section “Load attribute table.”

Note! If a thematic layer is not used for segmentation, it consequently is not possible to
use the information given by this thematic layer for classification purposes.



Assigning layer aliases

The basic function of layer aliases is to make the whole workflow in eCognition more
transparent and independent from the initially used input data. Thus, when assigning
and using layer aliases, all steps of your analysis with eCognition become more trans-
ferable, since all layer-sensitive operations and features can optionally refer to the layer
aliases or to the layers themselves. Hence, protocols, class hierarchies and customized
features become more independent from their situation of creation and are in conse-
quence more flexible to use. To assign layer aliases you have two possibilities: either
when creating the project (see above) or by selecting the appropriate dialog: ,,Project >
Assign layer alias ...

Layer alias manager [ 7] %]

— Edit layer alia
Add layer alias:
| Add

Available aliazes

- Agsion |ayer alia

Image layer [

—Azzign laver slias

| Image layer [ Aliss: | dessau_fir ki
dessau_fir tif M7 2
dessau_green.tif TH 2 dessau_mil (none)
dessau_mir tif 0 TH 5 dessau_nir

dessau_nir. tif T 4 dessauire( Wil
deszau_red kif M 3

aK Cancel

To enter and add an alias name choose the appropriate field @ and button. “Delete”
removes the selected alias name from the list. To assign an alias to a layer, right-click on
the appropriate layer in the lower field @ and select an alias name. Note! each alias can
be assigned only to one layer and vice-versa.

Defining no data values

In order to prevent eCognition from to much unnecessary precessing time, you can

define image pixel values or combination of values, which shall be treated as no data.
These areas will then not taken into accounnt for any further analysis (segmentation,
object statistics etc.). Especially georeferenced satellite images or mosaics usually have



such areas. To define the no data values
choose from “Project > Assign No Data
Value ...”. The following dialog comes up:
Check @ if you want to apply a single
value for all used image layers. If you have
a certain value combination (e.g. value 0
in the first layer and -255 in another layer)
you can check @. Select the layer(s) of

Assign No Data Values ] 2=

Individual Mo Diata
é Use individual values for each layer

Walue

dessau_blue.tif
dessau_fir tif
dessau_green. bif
dessau_mir tif
dessau_nir tif
deszau_red tif

Image layer J IEI

Lssign
Clearalue

deszau_term.tf

concern, enter for each layer a no data value
and click “Assign”. For the case you have
a project with overlapping images you can

choose between “Intersection” and “Union”

I™ irtersection ¥ Union

©. “Intersection” will only take into ac-

count those no data areas, all images have e

in common (overlapping no data areas).
“Union” takes into account the no data

areas of all individual layers for the whole

project (see also the following figure). To delete a single assignment click “Clear Value”.
Switching on “Don’t use No Data Values” will keep your assignments, but your project
will be created without assigned no data values, i.e. the project will be created as usual.

No data area using
JIntersection®

No data area
ofimage B

No data area
of image A

/,
// 7

data ar age A+ B

///

No data area using ,,Unlon

Note! if there are any pixel within the data area which have the same gray value(s)
as you have defined here, they will also be treated as no data.



Loading and saving eCognition projects

When eCognition is started you can either load a saved project or create a new one.
An eCognition project stores the loaded image information, view settings, classification
results, and any other kind of operation undertaken so far. This enables you to save a
current project in any status during the workflow process.

Note! As there is no undo button, it is recommended that you save a project prior
to any operations that could lead to the unwanted loss of previous information,
such as the deleting of object layers, classification-based fusion or new segmentati-
on of existing layers.

eCognition project files have the extension *.dpr. View settings are saved in a separate
file with the extension *.dps. If you want to move an eCognition project file and keep
the view settings remember to move the settings file as well.

To load an eCognition Project, press EI or choose “Project > Open...” from the menu
bar and select the project you want to load. To save an eCognition Project, press [&| or
choose “Project > Save” from the menu bar to save the project with its current name.
To save the project under a new name, choose “Project > Save as....”

Importing and exporting eCognition files
Loading and saving class hierarchies

The class hierarchy is the knowledge base for classification defined by the user. To be
able to use different classification schemes on one data set or the same classification
scheme on different data sets, the class hierarchies can be saved. For the nearest neigh-
bor classifier, the features to span the feature space together with their values are saved

— not the sample objects. This enables you to transfer a class hierarchy working with
the nearest neighbor classifier to different data sets. If you want to be able to use the
sample objects of a saved class hierarchy in a different project, you first have to save the
sample objects in a TTA mask.

eCognition’s class hierarchy files have the extension *.dkb.

To save a class hierarchy, choose “Classification > Save Class Hierarchy...” from the
menu bar or right-click in the dialog “Class Hierarchy” and select “Save Class Hierar-

»

chy....

To load a class hierarchy, choose “Classification > Load Class Hierarchy...” from the
menu bar or right-click in the dialog “Class Hierarchy” and select “Load Class Hierar-

»

chy....



Loading and saving protocols

eCognition allows the recording of protocols. These protocols can be used to run a
user-defined analysis on more than one project. When creating new classification appli-
cations it is also very useful to be able to reconstruct all operations performed during a
project. See also “Automation of Operations.”

eCognition protocol files have the extension *.dpt.

To load a protocol choose “Protocol > Load Protocol...” from the menu bar or right-
click in the dialog “Protocol Editor” and choose “Load Protocol....”

To save a protocol choose “Protocol > Save Protocol...” from the menu bar or right-
click in the dialog “Protocol Editor” and choose “Stop Recording” and afterwards “Save
Protocol....”

Loading and saving TTA masks

In eCognition, you are able to load what is called a TTA mask. TTA stands for training
and test area. A TTA mask can be used to create sample objects (training areas in a
pixel-based software approach) for supervised classification using the nearest neighbor
algorithm. It can also be used to define test areas for an accuracy assessment of the clas-
sification results.

When a TTA mask is loaded, you are asked 2l
whether you want to create classes from the i . e I
conversion table of the TTA mask or not. SWDﬂd'ﬁ"dEE"E'E' 1 Waodand General

R . . Grassland General 2 Grassland General
This is necessitated by the two different - e

. . (nome) L
applications of the TTA mask. If you want @ . F
Rural Impervious

to use the mask for a nearest neighbor classi- e
fication, it is reasonable to select yes, because Rural

Urban Grassland

then you do not have to define these classes.
. . Urban Waoodland
In this case, the samples are automatically

Rural Grassland

linked to their classes. Rural Woodiand
Urban
If you select no, which is sensible when ISR by Gen el

using the TTA mask for the evaluation of a
classification, the mask classes are not linked L byrame| Uik al | Cose |
automatically to the classes of your class hie-

rarchy. This can be done manually afterwards
if you choose “Samples > Edit Conversion
Table...” from the menu bar.



See also User Interface > Conversion Table.

To load a TTA mask choose “Samples > Load TTA Mask...” from the menu bar.

Supported formats to load a TTA mask file (same as thematic layers):
— Arc/Info Binary Grid

— *.shp Shape files (shape type polygon)
— *.asc ESRI ASCII GRID File

— *.tif Tagged Image File (Geocoded)

— *.ecw ER Mapper Compressed Raster
— *.gif Compuserve GIF ™

— *.bmp Windows or OS/2 Bitmap files
— *jpg JPEG JFIE

- *jp2 JPEG 2000

— *.img Erdas Imagine Images

— *.pix PCI DSK image format

To save a TTA Mask choose “Samples > Save TTA Mask...” from the menu bar.

Supported file formats:
— *.asc ESRI ASCII GRID File
— *.img Erdas Imagine Images

— *.tif Tagged Image File (default)

Supported file formats (PCI Geomatica® or Geomatica Geogateway®© is installed):
— *.asc ESRI ASCII GRID File

— *.img Erdas Imagine Images

— *.pix PCI DSK image format

— *.tif Tagged Image File

Supported formats for the attribute table see “Load attribute table.”

Exporting objects, classification results and views
eCognition allows the export of results in three different ways.

* Export image objects
* Expor object shape

* Export classification

¢ Export current view



5 - Functional Guide

Note! The georeferencing information as provided when creating a project will
be exported along with the classification results and additional information if you
choose “Export image objects” or “Export classification.”

Export image objects as thematic layer

Choose “Export > Image Objects...” from the menu bar to export image objects as a
thematic layer.

In this case image objects can be exported together with their attributes and their
classification. Each object has a unique object ID and the information is stored in an
attached attribute table that is linked with the image layer. The georeferencing informa-
tion as provided when creating a project will be exported as well.

Export Image Dbjects

Erightness

Mean deszau_blue tif
Mean dessaufir.tif
Meah dessau_green hif
Mean dessau_mir. tif
Mean dessau_nirtif

Mean dessau_red.tif
Mean dessau_term.tif

In the “Image object level” drop-down menu select the image object level to export. €
Then choose in the section “Format” whether you want to export an image object level
as vector file @ (*.shp) or as a thematic raster layer € (*.tif with attribute list *.csv).
For the geometry of the vector file, check either “Smoothed” or “Raster” to define the
type of exported polygons. Raster geometry exactly follows the image pixels, whereas



smoothed geometry avoids single pixel steps. See also Concepts & Methods > Vectori-

sation.
The default name for both file types is fmageObjects and can be modified in the field
“Export file name” @).

There are two possible locations for saving exported files:

a) if a new project is created and not yet saved, the exported files are saved to the folder
where the image data lies;

b) if the project is saved (recommended), the exported files are saved in the folder
where the project has been saved.

The directory where the exported files are saved cannot be chosen. The reason is that
this would lead to conflicts in supporting the operation export in an eCognition proto-
col (See also Functional Guide > Automation of Operations).

The attributes “Classification” @ and “Class color” @) are added by default as an attri-
bute to the export table but can also be deactivated. For “Classification” the class name,
ID and membership value of the best, second best and third best classes are stated in
the attribute table. For “Class color” three columns containing the RGB values are
added to the attribute tables.

Click the button “Select features” @) to add or remove features from the attribute list.
The selected features are displayed in the left area of the window that pops up, the
available features in the right area. They can be added or removed from one side to the
other by double-clicking.

In the field “Features” @) the selected features to be exported are listed.

A preview of the attribute table that is exported can be requested by choosing the “Pre-
view” button @).

Choose “Export” ([ to save the geometry and attribute information to the disk.

Export object shapes

Choose ,,Export > Object Shapes...“ from the menu bar to export poygons, lines or
points of selected classes.

Also in this case image objects can be exported together with their attributes and
classification. Each object has a unique object ID and the information is stored in an



attached attribute table, which is linked with the exported objects. The georeferencing
information as provided when creating a project is exported as well.
There are two mean differences to the “Export Image Objects” dialog:

e While in the “Export Image Objects” dialog it is only possible to export the whole
classification of an image object level, here it is possible to export only the objects
of single classes selected by the user.

*  The second difference is that the export is not confined to the export of polygons
based on the image objects. It is possible to select anong three different shape for-
mats. Points are the result of the calculation of the center of the main line for each
image object. Lines are based on the main line of the skeleton computed for each

Expoit Dbject Shape HE
r~ Expart setting: i~ Cla: i~ Featur
Image object level . building Arsa
f [shad Elliptic: Fit
’7 Level 2 " -] : '°°f [shadow] Rectangular Fit
rof (grey]) 3 center
Foimat @ roof jred) (' center

= Polygon (raster outing]

™ Polygon (smocthed outline]
I~ | At ebstiacticn

Erport file name [.shp]
{Imageﬂb\ects.shp 6 ‘ !SE'EC[ Classes Select jealurEsB
Export a Preview G Cloze |

image object. Polygons discribe the border of the image objects along the pixel ras-
ter (raster) or slightly abstracted border (smoothed).

@ Select the image object level where the classes to be exported are situated.

@ Choose the format, or whether to export polygons, points or lines. For the geome-
try of the polygons check either ,Polygon (raster) or ,Polygon (smoothed).“ As an
additional feature you can choose for smoothed polygons an auto-abstraction. The
purpose is a very high abstraction degree that should produce very smooth borders.
For instance to get roofs with only four edges.

©® The default name ImageObjects could be changed here.
@ Use this button to add or remove classes to be exported. The selected classes are

displayed in the right area of the window that pops up. The available classes are
displayed in the left area. They can be added and removed by a click with the left



mouse button. With a right click it is possible to select a parent class including all

child classes.

© Use this button to add or remove features from the attribute list. The selected

features are displayed in the right area of the window that pops up. The available

features are displayed in the left area.

© A preview of the attribute table that is exported can be requested by choosing the

Preview” button.

@ Choose ,Export” to save the geometry and the attribute information to the disk.

Note! The class-names or class IDs are not exported automatically. Thus, if you

want to export shapes for more than one class and you want to distinguish the ex-

ported features by class, you should also export the feature “classified as”.

Export classification

To export only the image classification, select
“Export > Classification...” from the menu bar.

A labeled raster image with pixel values descri-
bing the class IDs is exported, as opposed to
individual object IDs. The attached attribute
table contains the class ID, color coding and class
name by default. Furthermore, the georeferencing
information as provided when creating a project
will be exported as well. However, based on this
export type adjacent image objects belonging to
the same class cannot be distinguished anymore.

Select the image object level for export in the
field “Image object level” @) and choose file name
in the field “Export file” @) where the default

name is Classification.

Supported file formats:
— *.asc ESRI ASCII GRID File
— *.img Erdas Imagine Images

— *.tif Tagged Image File (default)

Export Classification 2=l

—Image objact level

entire scene

pizel level

Export file [default twpe 1z TIFF]——

lazzifization Format |
Export... E' LCancel |

Supported file formats (PCI Geomatica® or Geomatica Geogateway© is installed):

— *.asc ESRI ASCII GRID File




— *.img Erdas Imagine Images

— *.pix PCI DSK image format

— *.tif Tagged Image File

— *.bmp Windows or OS/2 Bitmap files

The attribute table is exported automatically as *.csv file.
There are two possible locations for saving exported files:

a) if a new project is created and not yet saved, the exported files are saved to the folder
where the image data lies;

b) if the project is saved (recommended), the exported files are saved in the folder
where the project has been saved.

The directory where the exported files are saved cannot be chosen. The reason is that
this would lead to conflicts in supporting the operation exporz in an eCognition proto-
col (See also Functional Guide > Automation of Operations).

Choose “Export” @) to export the classification as a 16 bit image with attached attribu-
te table.

Export current view

To export your current view, choose “Export > Export View as File...” from the menu
bar. This export type does not include additional information such as georeferencing,
features or class assignments. Thus, exporting the current view is an easy way to create
screenshots.

Supported file formats:

— *.asc ESRI ASCII GRID File
— *.img Erdas Imagine Images
— *.tif Tagged Image File

Supported file formats (PCI Geomatica® or Geomatica Geogateway®© is installed):
— *.asc ESRI ASCII GRID File

— *.img Erdas Imagine Images

— *.pix PCI DSK image format

— *.tif Tagged Image File

— *.bmp Windows or OS/2 Bitmap files



Navigation and Visualization

This chapter is divided into the following parts:

¢ Navigating within a scene

¢ Navigating within the image object hierarchy
*  Navigating within the groups hierarchy

* Navigating between image layers

*  View settings

*  Edit highlight colors

*  Multiwindow functionality

Navigating within the scene

To navigate within a scene, you can use the different zoom and panning functions.

The zoom function enlarges an image on the display. When an image is zoomed, it

can be panned (scrolled) using the pan window (hint: panning or scrolling may also be
called roaming in other software packages). Panning and zooming have no effect on the
image files. To access the different cursors necessary for panning, zooming or selecting
image objects, either right-click the view and select the respective cursor from the pop-
up menu, or select the appropriate cursor from the ,Zoom Functions“ toolbar.

Zooming

For zooming there are four possibilities:

Zoom In Center allows you to zoom in to the center of the view - default key is
»+* (not on numerical keys)

Zoom Out Center allows you to zoom out from the center of the view - default
key is ,,-“ (not on numerical keys)

Zoom in allows you to zoom in to one point

Zoom out allows you to zoom out

Area zoom zooms to a defined area. Define the rectangle while holding

down the left mouse button.
Zoom 100% displays the image so that one image pixel represents the size of

one screen pixel.

The function “Zoom Scene to Window” is used to adjust the view to the window size.
It can be applied either by using the button or by choosing “View > Zoom Scene
to Window” in the menu bar.



Note! Zooming works in steps of 100%. As a consequence the difference bet-
ween the 100% and the 200% step might sometimes seem a bit large. However,
this was done to increase performance, which was considered more crucial than
smooth zooming.

Panning

For panning, eCognition uses the pan window and the

panning cursor. The panning cursor |{ allows you to
pan a view by clicking and dragging the view. The cursor
can be changed to the panning cursor by selecting it from
the popup menu or the zoom toolbar or by selecting
“View > Cursor mode > Panning...” from the menu.

The pan window is used to easily navigate in data sets. It

always displays an overview of the whole scene while showing the outlines of the selec-
tion. Move the selection by clicking and dragging it. To open the pan window use the
respective button [H] or open it in the “Toolbars & Dialogs” menu.

Note! To facilitate navigation, use the multiwindow function. By using different
views with different settings which are frequently used, the time normally needed
for changing the settings can be saved.

Linking windows

If more than one window is opened, the zooming and panning functionalities can

be linked. This way changes in the zoom factor in one window will be automatically
performed in the linked window as well. The same is applied to the panning. To link
windows, either select “Window > Link all Windows” or “Window > Link active Win-
dow” from the menu. When “Link active Window” is selected, the cursor changes to
“Link.” Click on the window which you want to link with the active window and the
link is performed.

To unlink windows either select “Unlink all Windows” or “Unlink active Window”
from the menu. The first selection will remove all links. The second one removes only
the links of the active window.

Navigating within the image object hierarchy

eCognition allows the construction of a hierarchical network of image objects of diffe-
rent spatial resolutions. It is often necessary to navigate through the different levels of



the image object hierarchy in order to be able to maintain information on the different
levels and to perform classifications. You can either switch through the levels one by
one, using the ¥ | 1 | buttons from the tool bar, or you can directly select the desired

level in the drop-down menu of the toolbar.

levelt | & ¢

The current level of the image object hierarchy is displayed in g :
the status bar as the first figure in the level field. The second

figure, separated by a slash, represents the number of levels

contained in the Image Object Hierarchy.

Navigating within the groups hierarchy

The groups hierarchy is used to organize classes in eCognition. Classes can be grouped
as to their semantic relationships. Each reference which is directed to a group is direc-
ted automatically to all classes that are part of this group. Note that a class can be part
of more than one group.

To be able to visualize these groupings, eCognition allows the display of image objects
according to their group memberships. In the lowest level of the groups hierarchy, the
image objects are displayed in the color of the class they are assigned to. When moving
up in the groups hierarchy, the image objects are displayed in the color of the next
higher class. In the “Parent Class for Display” window of the class description, you can
determine whether the objects of one class are to be displayed in the color of their next
higher class or whether they are to maintain the color of the class they are assigned to.
To navigate within the groups hierarchy, move up or down using the 4= = buttons
from the tool bar. In addition, single branches of the groups hierarchy can be visualized
separately by opening or closing them.
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Groups hierarchy fully collapsed Groups hierarchy with one
branch expanded

AW class f
@ classc

Groups hierarchy with other Groups hierarchy fully expanded
branch expanded

View settings

In the view settings the display features of image objects or image layers are determi-
ned. There are two main interfaces for adjusting view settings: The tool bar and the
“View Settings” menu. To open the “View Settings” dialog, choose “View > Settings...”
from the menu bar or click the 78| button from the tool bar.

" Classification ] Linear [1.00%]
Image Data | 1
[ |areen 1

|blue 1




In the “View Settings” dialog, several parameters can be adjusted:

o L2 (3 4

| miode | | lavyer | | image data | | outlines |

| laryer image data pixel | | raster |
[ [

| zamples | TTA mask | outlines | | smoothed |

| classification | thematic layer |
claszification stability

hest classification

Mode @

In the’Mode” box, several modes in which the object fill colors are presented can be
chosen. Click over “Mode” to access the popup menu. Alternatively, use the buttons as
indicated in the following list.

Layer In the “Layer” mode, the objects are displayed without fill

gl color. The layer information itself (the background, so to
speak) is visible. The kind of layer information displayed is
selected in the “Layer” settings. To apply this mode choose
“Mode > Layer” or the respective icon in the toolbar. When
using this setting, the increasing level of abstraction with incre-
asing object size can be easily viewed.

Samples In the “Samples” mode, the sample objects are displayed

gl in their class color; the remaining objects are colored according
to the “Layer” settings. To apply this mode, choose “Mode >
Samples” or click in the tool bar.

Classification To view the classification result, use the “Classification”

5 mode or use the button from the tool bar. Unclassified objects
are displayed according to the “Layer” settings or the settings
of the “Highlight Color.”

Classification In the “Classification Stability” mode, the objects are
Stability colored according to the difference in membership values



of the best and second best class. The color ranges from green
to red. The higher the difference in the two membership va-
lues, the greener the color. Small differences are colored red.
See Accuracy Assessment and Image Statistics.

Best Classification In the “Best Classification Result” mode, the objects are
Result colored according to their membership value. The color
ranges from green to red. The higher the membership value,
the greener the color. Low membership values are colored red.
See Accuracy Assessment and Image Statistics.

Classification To view the membership values of the final classification
Membership

Feature View In addition to the mentioned view modes, the last five

E3 views applied during a project with the tool “Feature View” are

stored and can be reapplied using the view settings.

Layer @

The “Layer” settings determine what underlying information is displayed. Depending
on availability, the “Layer” menu allows switching between a display of either the image
data, a TTA mask, or thematic information. The default display shows the image data.
To change the display, click on “Layer” and select among the available data sets.

Image data @)

When the “Layer” mode is set to “Image Data,” these settings can be used to switch
between a display of the image pixels or a fill color, calculated from the mean value
of the pixels of the object. When the pixel mode is selected, the object as such is only
visible when selected. Use this mode in combination with the image outlines to get an
overview of the quality of the segmentation results.

Outlines / Polygons @)

After polygons have been created, you are able to display them. There are four modes
for the ,,Polygon® settings:

,Off* In the “off” mode the poygon display is deactivared.

raster The “raster” setting displays the exact border of two objects,
following the raster space.

smoothed The “smoothed” mode displays a generalized view of the bor-
derline.



Scale Parameter  “Scale Parameter Analysis” visualizes the results of the corresanaly-
sis ponding analysis. The polygons are colored according to the cal
culated results of the analysis.

The polygon color can be changed in the ,Edit Highlight Colors® settings. To show or
hide polygons you can also use the @I button instead of the “View Settings” dialog.
Since the polygons represent the borderline between two objects they cannot be dis-
played in a class color. To view outlines colored in the color of the classification, poly-

gons have to be switched to “(off)” and the buttons gl and EI have to be active.

Note! Note that you have to create polygons before you are able to display poly-
gons or skeletons and use them for features based on polygons/skeletons. By con-
trast, outlines can be displayed after the first segmentation without the creation of

polygons.

Layer mixing

. 21
The layer mixing
. Image Layer F|G|B
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by changes in the

layer mixing.

In the upper part of Equalizing ~Preset Shift
thC dialog’ thC assi- ’]Linear (1.00%) o F'aramelel...l three layer mix IV:I j

gnment of the image ¥ futo update

channels to the pri- 7 ol wsifs Preview | ok | cencel |

mary colors can be set

individually. To assign
a layer to a color, simply click the color the layer is to be displayed with. One layer can
be displayed in several colors, and several layers can be displayed in the same color.

By default each layer is weighted similarly for each color. However, if a display with
individual weights is desired, the “No channel weights” box can be deactivated. In
this mode one layer can be given an individual weight for each color. To increase the



weight, left-click the color in which you want the layer to be displayed. To decrease the
weight, right-click the color.

There are several predefined settings provided by eCognition. Depending on the num-
ber of available layers, a one layer mix, a three layer mix and a six layer mix are availab-
le. The one and three layer mixings can

R|G|B R|G|B R|G|B
also be gatherd by the E button and clolo
!I button from the toolbar. o 1
O 3
11
3
ik
3
1
one layer gray three layer mix six layer mix

The ,,Shift“ function allows you to shift a defined layer mix up or down through the
layer sequence.

By default, any change performed in the layer mixing is automatically updated in the
view. To deactivate the automatic update of the changes made in the layer mixing,
deactivate the “Auto update” checkbox.

The “Equalizing” selection is used to apply an equalization stretch to the view. You

can choose between linear equalization, standard deviation equalization and histogram
equalization. For the linear equalization and the standard deviation equalization, the sa-
turation value can be edited. The default saturation value is 1%. To edit this value you
click the “Parameter ...” button. All stretches are only performed in the display device,
i.e., the data file values are not changed.



Edit highlight color

Edit Highlight Colors |
Selection color I_ VI

In the “Edit Highlight Colors” dialog, e Iﬁ,
the highlight colors for image objects .
can be edited for different modes. MR I M I_:Iv

Selection color

Manual object

fusion

Outlines/Polygons

Paint nonsample ob-
jects

Paint unclassified ob-
jects

¥ Paint non-zample objects I|:| vl
¥ Paint unclassified objscts IW vl

Apply colars to
’7 Al Yiews I Active\-"iewl Cancel |

The most commonly used highlight color is the selection color
which is used to display a selected object. It can be changed in
the “Selection color” field.

When the input mode is set to “Manual Fusion,” a different
highlight color is used. This highlight color can be altered in
the highlight color for “Manual object fusion.”

The outlines and polygon color can be edited in “Polygons.”

When the view mode is set to “Samples,” nonsample objects
are displayed according to the “Layer” settings. To generally
paint nonsample objects in a uniform color, activate the “Paint
non-sample objects” checkbox and select a color.

When the view mode is set to “Classification,” unclassified
objects are displayed according to the “Layer” settings. To gene-
rally paint unclassified objects in a uniform color, activate the
“Draw unclassified objects” checkbox and select a color.

Multiwindow functionality

eCognition allows you to use several windows at the same time. To activate a new win-

dow, choose “Window > New Window” from the menu bar. Fach window can have its

own view and pan area settings. If an object is highlighted in one window, the shape of

this object is highlighted in all other windows, regardless of the respective image object

level. In windows that are set to pixel level, the selected object is not highlighted. See

also “Linking windows” above.



Image Object Generation |: Multiresolution
Segmentation

A basic procedure of eCognition is multiresolution segmentation for largely know-
ledge-free extraction of image object primitives. It was developed to produce image ob-
jects of different resolution and high quality. Multiresolution segmentation is essentially
a heuristic optimization procedure, which locally minimizes the average heterogeneity
of image objects for a given resolution over the whole scene.

Multiresolution segmentation

Multiresolution segmentation is a method of generating image objects. It produces
highly homogeneous segments in any chosen resolution, fitting your purpose. The
resulting image segmentation can be universally applied to almost all data types. It is
especially suited for high resolution data or highly textured data (e.g., radar). For a
detailed description of the segmentation process see Concepts & Methods > Multireso-

lution segmentation.

To open the “Multiresolution Segmentation” dialog either click 2% or choose “Seg-
mentation > Multiresolution Segmentation...” from the menu bar.

Multiresolution Segmentation 2 x|
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To segment an image, several parameters have to be set:
e use alias

* layer weights

* image object level

* scale parameter

* segmentation mode

* composition of the homogeneity criterion

* type of neighborhood

The figure above shows the segmentation dialog in which the different parameters can
be set. The displayed parameters are the default settings.

Use Aliases

To make the segmentation process more flexible in order to re-use the segmentation
method in other projects (e.g., when creating a protocol) you should use the layers*
aliases instead of the image layers themselves. To switch on this mode click the approp-
riate radio button @). By using aliases, the segmentation process becomes independent
of the number of layers and their sequence because it then refers to the layers with the
appropriate alias names. When re-using the segmentation process, only those image
layers are taken into account in the new project which have layer aliases identical to the
ones in the old project. See also Functional Guide > Automation of Operations.

Note!: For re-using purposes, in the new project at least the same number of
image layers must be present as in the project wherein the segmentation was cre-
ated.

Layer weights
Image layers

Image layers can be assessed differently depending on their importance or suitability for
the segmentation result. The higher the weight which is assigned to a layer the more

of its information will be used during the segmentation process. Consequently, image
layers that do not contain the information intended for representation by the image
objects should be given little or no weight. When segmenting a LANDSAT scene, for
example, the segmentation weight for the spatially coarser thermal layer should be set
to 0 in order to avoid deterioration of the segmentation result by the blurred transient
between image objects of this layer.

Note! Note that the sum of all chosen weights for image layers is internally nor-
malized to 1.



The respective weight is displayed to the right of the layer name. To define the weight
to be applied to the different image layers, select the layers you want to change by
highlighting them and set the weight in the input field “Select and edit weights” @.
Along with the layer weight, the standard deviations of the layer values for each single
layer over the entire scene are displayed to provide information about the layer dyna-
mics.

Thematic layers

Besides image layers, you can also use thematic layers for the segmentation. In contrast
to image layers thematic layers contain discrete information. This means that related
layer values can carry different information, which itself is defined in the attached
attribute list. To be able to clearly define the affiliation of an object to a thematic class
given by the thematic layer, it is not possible to create image objects which belong to
different thematic classes. To ensure this, the borders separating different thematic clas-
ses are restrictive for further segmentation whenever a thematic layer is used. For this
reason, thematic layers cannot be given different weights, but can merely be selected
for use or not.

If a thematic layer is not used for segmentation, it consequently is not possible to use
the information given by this thematic layer for classification purposes.

An assigned weight higher 1 means that the thematic layer is used; if the weight is set
to 0 it is not used. Switch between the image layer and thematic layer view by clicking

the register tab @.

If you want to produce image objects based exclusively on thematic layer information,
you have to switch the weights for all image layers to 0. You can segment an image also
using more than one thematic layer. The results are image objects representing proper
intersections between the layers.

Level

In the “Level” box @) you can choose the image object level which is to be created by
the segmentation. You can create new levels above or below existing levels, in between
two existing levels or you can overwrite levels. See also below “Constructing an image
object hierarchy with more than one level.”

Since image objects are arranged hierarchically, it is not possible to create a level contai-
ning objects which are larger (i.e., which use a larger scale parameter) than objects on
superior levels. Consequently, it is also not possible to build a level containing objects
smaller than its sub-objects.



Segmentation mode

In the ,Segmentation mode“ control @ you have a choice between “Normal”, “Sub
obj. line analysis” and “Spectral Difference”

The normal mode is the default segmentation mode used for multiresolution segmen-
tation, applicable in most cases. For this segmentation mode the scale parameter can
have arbitrary values.

The mode for sub-object line analysis is used to create sub-objects for the calculation of
line features based on sub-objects. For the creation of respective sub-objects, the shape
of their super-objects is taken into consideration. For a detailed description see the
respective section in “Concepts & Methods.” The scale parameter used in this mode
ranges from 0.5 to 1. It determines the maximum border length of the resulting sub-
objects relative to the border of their super-objects.

The mode for spectral difference segmentation is used to merge neighboring objects
according to their difference in color. When in this mode, the value for “Scale Parame-
ter” is used as the minimum spectral difference between the objects. If the difference is
below this value, neighboring objects are merged.

Scale parameter

The scale parameter is an abstract term which determines the maximum allowed he-
terogeneity for the resulting image objects. In heterogeneous data the resulting objects
for a given scale parameter are smaller than in more homogeneous data. By modifying
the value in the “Scale parameter” control @ you can vary the size of image objects.

For the scale parameter of the segmentation modes ,,Sub obj. line analysis“ and ,,Spec-
tral difference” see above.

Composition of the homogeneity criterion

The object homogeneity to which the scale parameter refers is defined in the “Com-
position of homogeneity criterion:” field @. In this context, homogeneity is used as a
synonym for minimized heterogeneity. eCognition internally computes three criteria:
Color, smoothness and compactness. These three criteria for heterogeneity can be
applied in a mixed form. For most cases the color criterion is the most important one
to create meaningful objects. However, a certain degree of shape homogeneity often
improves the quality of object extraction. This is due to the fact that a certain compact-



ness belongs to the conception of spatial objects. The shape criterion especially helps to
avoid a fractal shaping of objects in strongly textured data (e.g., radar data).

In the “Color” field you can define to which percentage the spectral values of the image
layers contribute to the entire homogeneity criterion, as opposed to the percentage of
the shape homogeneity which is defined in the “Shape” field. Changing the weight for
the color criterion to 1 will result in objects more optimized for spatial homogeneity.
The color criterion cannot have a value less than 0.1, due to the obvious fact that wit-
hout the spectral information of the image, the resulting objects would not be related
to the spectral information at all.

In addition to spectral information, eCognition allows you to optimize object homo-
geneity with regard to the object shape. The shape criterion is composed of two para-
meters:

Smoothness: The smoothness criterion
is used to optimize image objects with
regard to smooth borders. To give an
example, the smoothness criterion
should be used when working on very
heterogeneous data, such as radar
images, to inhibit the objects from ha-
ving frayed borders, while maintaining
the ability to produce noncompact
objects.

Compactness: The compactness criteri-
on is used to optimize image objects

with regard to compactness. This cri-
terion should be used when different
image objects which are rather compact, but separated from noncompact objects only
by a relatively weak contrast, are to be extracted. This could be the case when segmen-
ting urban areas, where rooftops (A/B), and adjacent roads or other structures (C/D)
are of similar spectral values but of very different shape.

Note! It is important to notice that the two shape criteria are not antagonistic.
This means that an object optimized for compactness can very well have smooth
borders. Which criterion to favor depends on the actual task.

Type of neighborhood
To use the diagonal pixel neighborhood mode as described in the chapter “Concepts &

Methods,” check the respective box €. Diagonal pixel neighborhood should only be

used if the structures of interest are of a scale near to the pixel size. A typical example



is the extraction of roads from coarse resolution data like LANDSAT TM. In all other
cases, plane pixel neighborhood is the appropriate choice.

The decision of whether or not to use the diagonal pixel neighborhood mode has to be
made before the first segmentation. If the first segmentation has been made with diago-
nal pixel neighborhood, all further segmentations have to use diagonal pixel neighbor-
hood as well.

Use obsolete (V2.1) segmentation

With release 3 a new segmentation method was introduced, which generates trans-
ferable segmentation results. In consequence the shape of objects created with this
segmentation method differs slightly from that of objects created with eCognition 2.1
or lower. To keep class hierarchies, customized features and protocols created with old
versions compatible, you can segment the image using the old segmentation method by

checking this box @

Deleting segmented levels

To delete segmented image object levels, select the menu item ,Image Objects > Delete

in the following dialog and click OK.

How to produce image objects suited to your classification purpose

In order to be able to produce a satisfying classification result, the image objects have
to be homogeneous with regard to the classes that have to be distinguished in the fol-
lowing classification. Therefore, avoid merging areas that can be assigned to different
classes into one image object. Since it is often not possible to produce an image object
level in which all image objects explicitly represent the classes to be extracted, it is re-
commended to use different object levels for the classification of structures of different
scale.

The main principle for the segmentation is:

1. Rule of thumb:

Always produce image objects of the biggest possible scale which still distinguishes dif-
ferent image regions (as large as possible and as fine as necessary). There is a tolerance
concerning the scale of the image objects representing an area of a consistent classifica-



tion due to the equalization achieved by the classification. The separation of different
regions is more important than the scale of image objects.

There is a further recommendation for the composition of the homogeneity criterion:

2. Rule of thumb:

Use as much color criterion as possible while keeping the shape criterion as high as ne-
cessary to produce image objects of the best border smoothness and compactness. The
reason for this rule is that a high degree of shape criterion works at the cost of spectral
homogeneity. However, the spectral information is, at the end, the primary informati-
on contained in image data. Using too much shape criterion can therefore reduce the
quality of segmentation results.

A well-suited approach when segmenting new image data is to simply run different
segmentations with different parameters until the result is satisfying. If the data sets
are too large for easy handling try to work with a representative subset to speed up the
process. Once suitable segmentation parameters have been found, they can be applied
to the whole data set.

Influence of bit depth of raster data

Note that with increasing radiometric resolution (bit depth) of your image data the
spectral similarity between adjacent pixels decreases (e.g., it is more probable to find
two adjacent pixels with identical spectral values in 8 bit data than in 11 bit data).
Consequently, you will have to choose a larger scale parameter for generating image
objects on data with high radiometric resolution.

Working with image layers of different radiometric resolution

If your project contains image layers of different bit depth, information from image
layers with higher bit depth will have more influence on the segmentation result, since
one scale parameter is applied to all image layers (see above). To equally provide infor-
mation from image layers with higher bit depth, different weights have to be assigned
to the image layers for the segmentation process: image layers with the lower radiomet-
ric resolution have to get higher weights.

Constructing an image object hierarchy with more than one level

eCognition allows you to insert new image object levels both above and beneath existing
ones. Since eCognition uses a pairwise merging algorithm, take into account that every
segmentation uses the image objects of the next lower image object level as building



blocks which are subsequently merged to new segments. At the same time, the object
borders of the next higher level are stringently obeyed. For this reason, it is not possible
to build a level containing objects larger (i.e., using a larger scale parameter) than its
super-objects. Consequently, it is also not possible to build a level containing objects
smaller than its sub-objects.

Note! When creating the first image object level, the lower limit is represented by
the pixels, the upper limit by the scene size.

Given this information you can start creating an image object hierarchy. Segment the
image in a way that you get image objects of different scales, which each represent
image object primitives of your objects of interest.

Classifying differently scaled objects

Image information is scale-dependent. It is not always possible to extract image objects
with only one segmentation run that fits all classes of the classification scheme. An ex-
ample would be when working on high resolution imagery with the task of classifying
rooftop and forested areas at the same time:

In a first segmentation, rather small objects have been produced, which would be sui-
table for the classification of forested areas or treetops, respectively.

In another, coarser segmentation, objects better suited for the classification of the roof-
tops are shown. As you can observe, the forested areas are represented by a few objects

which cover several treetops.




An advisable approach to solving this problem is to classify treetops on the finer re-
solved image object level and rooftops on the coarser one. In a subsequent refinement
procedure, both image object scales can be projected onto one single image object level

(see Functional Guide > Image object generation II: Classification-based segmentation/
refinement).

Using different data for segmentation and classification

When working with image data of different resolution combined in one project, it is
recommended that the image objects be created based on the higher resolution image
data, while using the coarser one merely as additional information for the classification.

In this example, a high-resolution aerial pho-
tograph was used for segmentation. Image
objects quite well suited for the separation of
houses, roads and types of land cover were
created. As the separation of rooftops and
roads always poses a problem in shadowed
areas, a surface model was used to provide
additional information.

As you can observe, the image information
given by the surface model is not suited to
the extraction of sensible image objects. The
object borders displayed in this window are
the same as in the window above, which
were built using only the high-resolution
spectral information. Nevertheless, the infor-
mation contained in this image can be well
used for discriminating elevated rooftops
from low lying roads.




Generating sub-objects for line analysis

eCognition delivers a powerful instrument for line analysis based on the analysis of
appropriate sub-objects as described in “Concepts & Methods.” Those sub-objects have
to be generated using the “Sub-objects line analysis” mode €).

The difference between a sub-level built by using the multiresolution segmentation
mode and one using the sub-objects line analysis mode is that the latter is especially
implemented to produce objects suited to this feature. It takes the borders of the super-
objects into consideration, producing compact sub-objects. Line analysis depending

on sub-objects could be used with a conventionally created sub-level as well, but the
results would be less satisfactory.

To generate a sub-level using the “Sub-objects line analysis” mode, choose the respec-
tive mode in the “Segmentation mode” control @ and define the scale parameter

@. The scale parameter ranges from 0.5 to 1 (default setting: 0.75) for this kind of
segmentation, describing the maximum relative border length of the sub-objects to the
border of their super-object.

Classification based multiresolution segmentation

You can perform selective multiresolution segmentation on already classified objects.
By activating this mode, only objects within one structure group are affected by the
segmentation parameters. Read more about classification based segmentation in Image
Object Generation II > Classification-based Segmentation/Refinement.

Scale parameter analysis

Obtaining optimal objects from multiresolution segmentation in most cases depends
on a suitable choice of scale parameter. By analyzing the spectral relationships between
neighboring objects, a potential scale parameter can be calculated which would lead

to a merge of theses objects, assuming that all other segmentation parameters do not
change. Since the main aim of each segmentation is to create local homogeneity and to
keep global heterogeneity, the statistics of all potential scale parameters can give a hint
for a well suited scale parameter. To view the potential scale parameters for all neighbo-
ring objects you first have to calculate them.

Choose from “Segmentation > Scale Parameter Analysis ...” or click the [@| button.
The following dialog will appear, which looks very similar to the “Multiresolution Seg-
mentation” dialog:
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Press the ,,Calculate button to generate or update all potential scale parameters. You

will realize that the color of the polygons and their size changes. By moving the mouse
over one of the object borders you will see the potential scale parameter for this pair of

objects in a tool tip:

You can change the line width of object borders
by adjusting it in the dialog €. By default all
possible values will be displayed, but you can
also change the display range accordingly @).

To apply these adjustments immediately, press
“Apply.” To select which segmentation level you
want to analyze, make your choice in the “Level”
box @). All other parameters are analogous to
the Multiresolution Segmentation dialog. Note!

as soon as you change one of them, you always

have to press “Calculate” @) again.
To see the statistics over all potential scale parameters click the “Statistic” button @.

In the upper part you get statistical information about the distribution of the potential
scale parameters @). In the lower part a histogram is shown wherein you can click on
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a value below the modal. If W%
you choose a value around 0%
21 for the scale parameter, ko L 1
all objects which are close e e
to meeting this criterion “ 1672 2507 “ 3455
will be merged in the next

Lloze |

higher level above. In other

words: you would maxi-
mize local homogeneity
and simultaneously keep
relevant global information by merging objects which hold more or less the same infor-

mation in terms of color. In the figure below a segmentation with scale parameter 21 is
shown:

You will realize that many of the bright bor-
ders have disappeared while the darker ones
remain. The latter represent borders of high
contrast whereas the others were not of high
significance. This is comparable to eliminating
contour lines from a DEM in areas with shal-
low slope and keeping them in areas with steep
g slope.

You can export the results of the Scale Parameter Analysis by selecting ,,Image Objects
> Export Scale Parameter Analysis...“. The following dialog comes up:
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In the “Export” section @ you can enter a file name prefix under which all exported

files will be saved. If you click OK the statistics results will be saved as a *.csv and *.dbf
file. Also the histogram values will be exported as *.csv file. Besides, the *.csv files, an
ESRI shape file *.shp will be created in line format, which contains as attributes the
potential scale parameters to merge neighboring objects . Note: all exported files will be
saved in the same directory where your project data is located.



Working with Polygons

One of the features of eCogpnition is the simultaneous raster and vector representation
of image objects. Resulting from the polygonal representation of image objects, new
possibilities are established for description and classification. In addition, polygons are
needed for the visualization of image object outlines.

Creating polygons
To create polygons a level of image objects with plain object neighborhood has to be

available. For the creation of an image object level see Functional Guide > Image ob-
ject generation I: Multiresolution Segmentation.

The process of polygon creation is laun- Create Palygais i 2] x|

ched by clicking (& in the tool bar or se-

lecting the menu item “Polygons > Create - Vectonization options
Polygons....” A dialog box of great impor- - Base polygons

tance is opened, as the entire vector infor- Threshald: 1.25
mation, especially the degree of abstraction Remaove slivers: r
of the polygons, is based on the parameters

which are specified via this interface. — Shape polvgons

Threshaold: I‘l

Under “Threshold” in the “Base polygons”
section the degree of abstraction for the

base polygons can be specified. Activate Cancel |

“Remove slivers” to avoid any intersections

of edges of adjacent polygons. Moreover,

self-intersections of polygons will be preven-

ted. Sliver removal becomes necessary with higher threshold values for base polygon
generation. Sliver removal is not activated by default as the processing time to perform
is high, especially for small thresholds where it is not needed anyway.

In the “Shape polygons” section the degree of abstraction for shape polygons which
are independent of the topological structure can be edited in the “Threshold” box. No
matter how high this value is chosen, any polygon will consist of at least three points.
The threshold for shape polygons can be changed any time without the need to recal-
culate the base vectorization. For a description of the process of polygon creation see
Chapter ,,Conepts & Methods. The process of polygon creation along with all its para-
meters can be recorded using the protocol editor.

Note! The generation of polygons is only possible if the segmentation was perfor-
med without diagonal neighborhood.



Displaying polygons

As soon as polygons have been created, it is possible to display them. To activate the
polygon display mode, click @l in the tool bar. Furthermore, the polygons can be acti-
vated by using the “View Settings” control bar.

Note! A polygon view is only available for image object levels with polygons, while
outlines can be shown after the first segmentation. Furthermore, if the polygons
cannot be clearly distinguished due to a low zoom factor, they are automatically
deactivated. Therefore, a higher zoom factor must be chosen in order to see the

polygons.

By clicking on “Polygons” in the left list box, a context menu is opened with which the
polygon display mode can be selected.

View Settings =]
Mode Layer Equalizing Histagram
Layer Image Data dessau_blue tif
Image Data Pixel dessau_term. hif

{aff}

smonthed !

Scale Parameter Analysis

e S

For the display of polygons, three different modes are offered:

* raster: In this mode the outlines are drawn along the pixel borders.

* smoothed: In this mode generalized polygons are drawn.

* Scale Paramterer Analysis: In this mode the results of the scale parameter analysis can
be shown in graduated colors.

If the polygon view is activated, any time you select an image object it will be rende-
red along with its characterizing polygon. This polygon is more generalized than the
polygons shown by the outlines and is independent of the topological structure of the
image object level. Its purpose is to describe the selected image object by its shape.



raster outline mode smoothed outline mode

d
result of scale parameter analysis selected object

Working with polygon and skeleton features

As mentioned above, polygons, especially generalized polygons without relation to to-
pological structure, provide new and more detailed information for the characterization
of image objects by their shape. The same is true for skeletons, which are generated
automatically in conjunction with polygons. Consequently, as soon as polygons are cre-
ated, a number of shape features based on polygons and skeletons are available. These
features are used in the same way as other features. They can be found in the feature
tree under “Object features > Shape > Shape based on polygons” or “Object features >
Shape > Shape based on skeletons.”
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Displaying skeleton

As soon as polygons have been created, it is
also possible to display a single object’s ske-
leton. To activate the skeleton display mode,
click | in the tool bar. Note! the object’s
skeleton is only displayed by selecting it.

Deleting polygons

To delete polygons, click @ in the tool bar or select the menu item “Polygons > Dele-

»

te Polygons....”.

Note that the polygons and skeletons for the entire image object hierarchy will be de-

leted.



Information on Image Objects and Features

The construction of a hierarchically organized object network enables eCognition to
utilize a multitude of features that exceed by far the mere spectral image information.
Image objects are classified by using a knowledge base supported by fuzzy logic contai-
ning classifiers and logical operators. For the construction of a meaningful knowledge
base it is of the utmost importance to know which features are suited to the separation
of target classes and how to specify these features. Furthermore, you might need details
on the evaluation of a class description concerning specific image objects. This can be
obtained using the tools described in this chapter.

These tools provide all the information necessary to achieve high quality classifications
by comparing and analyzing single or all image objects in terms of features and classifi-
cation results. Thus you can evaluate whether image objects will be classified correctly
or not before performing the actual classification.

Information on single image objects

The dialog box “Image Object Information” is the main interface for getting all in-
formation on a selected image object. It is an essential tool for providing information
about the image objects throughout the process of constructing a knowledge base. It
makes the classification process transparent and retraceable and allows you to obtain
specific information on an object. This dialog can be used for a variety of purposes. It
gives you information about object features, features suitable for distinguishing classes,
the classification of objects and membership values.

To get information on a specific image object, open the dialog box “Image Object In-
formation” and select an object with a left mouse-click.

Information on the following topics is displayed in the “Image Object Information”

dialog box:
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- Features
- Classification
- Class Evaluation

You can switch between “Features,” “Classification” and “Class Evaluation” by clicking

the respective folder tabs.

Besides you can also use the Object
Table to gain selective information
on dedicated objects. When using
the Object Table the first time, you
are asked to configure it. To do so,
you have to right-click in it and a
configuration dialog comes up, called
yStatistics“. Within this dialog you
can determine what kind of objects
together with what object features

shall be displayed in the Object

Table.

Click € to select the
class of which objects
shall be displayed in the
Object Table. If you want
unclassified objects to be
displayed as well, check
the respective check box
@. On the right side you
can choose the object
features which shall be
displayed in the table @.
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After you have clicked OK you will see, that the Object Table now is filled up with
your selected objects. In the very left column you will notice that each object has its
own ID. If you click on a row in the table, you will also realize, that the table is linked
with the view window(s), the Object Information dialog box(es), the Sample Editor
and the Sample Selection Information dialog. This means if you click on an object in
one of the view windows it is simultaneously highlighted in the object table and vice
versa, except if it is not among the set of objects you have defined in the steps above.



Features

In the “Features” window, you will get all the attributes of a selected image object. This func-

tion is essential for constructing knowledge bases. It displays the feature values of the selected

image object, thus enabling you to determine which features are functioning as separatin
ge obj gy g P g

features for different classes. It should be used during the process of constructing a knowledge

base to acquire information about the objects of different classes, so that functions suited to

the classification can be selected.

To facilitate this process, the image object information di-
alog has another function: If you double-click a feature, it
will be displayed in this view the same way as if it had been
selected in the feature view.

Since the number of features available in eCognition is quite
large, not all features are displayed by default. To deter-
mine the features to be shown, open the “Select displayed
Features” window by right-clicking on the “Image Object
Information” dialog.

You can now move features Select displayed leatures
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mouse-click in each dialog,

where you can select fea-
tures, for instance the ,Fea-
ture View" window or the

»Insert Expression” window.
Select ,,Show Info“, and the
feature appears in the ,Image Objekt Information® window.

Classification

The classification part of the image object information gives information about the current

classification as well as alternative class assignments, sorted by descending membership values.



The membership values resulting from the current classification can be seen under cur-
rent classification. The results for other classes are given under alternative assignment.

Class evaluation

This interface gives detailed information about the classification of the selected image
object. The evaluation result of the selected class, the membership values of contained
features and the features of parent classes (if existent) are displayed. In addition, the
feature values which result in the membership value are given. For further information
on this dialog, see Functional Guide > Information on Classification.

Analyzing and comparing image object attributes

In this chapter, tools which can be used to visualize the object features for a group of
objects, or all objects in a scene, are presented. As previously mentioned, it is of utmost
importance to know which features are suitable for separating the classes to be speci-
fied. Therefore, it is recommended that extensive use be made of the tools provided,

so as to reduce the features used for classification to the essential ones suitable for the
separation of the different classes. The respective interfaces are:

 Feature view

* 2D feature space plot
* Sample editor

Feature view

The feature view renders each image object in the current ' |
view according to its value for a selected feature. It allows o Lo s

you to visualize the properties of image objects in a gra- L2 e e
phical way and therefore provides an intuitive access to the _

peculiarity of a certain feature over all image objects in a t:: j:::’gn'.'"ﬁg
scene. Note that not only spectral features can be visuali- Lo m

zed, but any feature usable for classification in eCognition. . P

The feature view is a powerful tool to find features separa- R
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Each object is displayed in a gray value according to the o
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feature value that is selected for visualization. Objects i
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of the chosen feature. If you view, for instance, the feature




“Rel. border to brighter neighbors” all objects without a brighter neighbor will be dis-
played in red.

To use the feature view, select “Tools > Feature View...” from the menu bar and doub-
le-click the feature to be visualized. If you move the mouse over an object, its feature

value will be displayed.

Note! When selecting features with a feature distance, the distance can be edited
on right-click. This feature is then added to the list with the modified feature dis-
tance.

In this example, a feature view is displayed sho-
wing the ratio that the image objects have in
the blue image layer. As you can see, this feature
(ratio of the blue image layer) is suitable for the
separation of water bodies and land mass.

Additionally, a feature range can be edited for

the feature view. To limit the feature view to a
certain range, select the checkbox at the bottom
of the feature view window and edit the range. All
image objects whose values are within the range
are colored according to the adjusted range in a
smooth transition from blue (low values) to green

(high values). To update the range when you have
selected a new feature use the right mouse button
on the concerning feature and select ,Update Range®. Otherwise the range of the re-
cent feature is used.

- » Dbject features

Note! It is not necessary
to open the “Feature
View” dialog to visua-
lize a feature. In each
dialog you use to select
features, like “Insert Ex-
pression” or “Select Dis-
played Feature”, you can
select the feature you
want to display with a
right click and choose
“Update Range”.
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2D feature space plot

The 2D feature space plot is used to visualize the position all objects in a two-dimen-
sional feature space. As with the feature view, not only spectral information can be
displayed, but all features provided by eCognition.

This tool can be used to analyze the correlation of two features. If two features of a
class description correlate highly, one of them can be deleted. The 2D feature space
plot is also used for getting information about where an object or a group of objects is
situated in the feature space.

To use the 2D feature space plot, select “Tools > 2D Feature Space Plot...” from the
menu bar.

Unclassified image ob- BT I e/
jects are displayed as i

small black crosses @, ’%A

classified image objects

as small crosses colored s

according to the class

color. Objects assigned as %ﬂ .0

samples are displayed as il e

circles colored in the class fdea

color. The 2D feature

space plot has numerous

additional functions

which help to obtain T 5

information about the
classification of image objects (see Functional Guide > Information on dlassification).

In the “Level” box, @ you can select the image object level used to create the 2D fea-
ture space plot.

To define the feature space, change the features assigned to the x- and y-axis by clicking
the “Feature x-axis” €) or “Feature y-axis” @ buttons and selecting a feature.

Sample editor

The sample editor is a graphical display for histograms of feature values. It shows, for a
selected class, the histograms of the feature values of its samples for a selection of cho-
sen features. The same can be done for all image objects of a certain level or of all levels
in the image object hierarchy.



The sample editor is mainly used for comparing the attributes or histograms of image
objects and samples for different classes. It is a very helpful tool in getting an overview
of the feature distribution of image objects or of the samples of specific classes. The
features of an image object can be compared to the total distribution of this feature
over one or all image object levels. If you assign samples, features can also be compared
to the samples of other classes.

Use this tool for assigning samples using nearest neighbor classification or for compa-
ring an object to already existing samples in order to determine to which class an object
belongs. It is also very useful for obtaining a quick overview of the different feature
values of an object.

Open the sample editor by clicking the EI button or select “Samples > Open Sample
Editor...” in the menu bar.
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To compare samples or layer histograms, select the classes or the levels that you want to
compare in the “Active class” and “Compare class” boxes. Values of the active class are
displayed in black in the diagram, the values of the compared class in blue. The value
range and standard deviation of the samples are displayed to the right of the diagram.

By default, the sample editor window shows diagrams for only a selection of features.
To modify this selection, right-click the sample editor and choose the features to be

displayed by double-clicking them.

If you select an object, its feature value is highlighted for each feature with a red poin-
ter. This enables you to compare different objects with regard to their feature values.

The sample editor offers a multitude of functionalities for classification as well, see
Functional Guide > Classification Basics.




Classification Introduction

Introduction

The production of image objects in eCognition is not a goal in itself. Image objects are
rather basic information carriers for further classification. Compared to single pixels,
image objects provide additional features aplenty and a significantly increased signal-to-
noise ratio.

Thus, classification in eCognition always means classification of image objects. As de-
scribed in “Concepts & Methods,” the whole classification is based on fuzzy systems.
On the one hand, it enables you to come up easily and quickly with classification re-
sults based on the nearest neighbor algorithm. This alone may satisfy many needs. Bey-
ond that, you will find a powerful and elaborate tool box, which introduces concepts
and knowledge, sophisticated class descriptions and formulation as well as analysis of
even complex tasks.

The context of the classification can be explained quite easily when it is compared to
a database query. First the database in the form of an object hierarchy is created by
the segmentation algorithm. This database contains a large amount of information
represented by the objects and their features. Those features are the means to assign an
object to a certain class. The class hierarchy, like the query key in a database query, de-
fines the requirements an object must meet to be assigned to a certain class. Those re-
quirements may be spectral, textural, contextual, or any other of the available features.

There are three chapters in the user guide on classification. This chapter, “Classification
Introduction,” gives a short introduction and explains how a class is generated. “Clas-
sification Basics” discusses the basic procedures to generate membership functions, the
nearest neighbor and the membership function dialog. The features for the classificati-
on are briefly treated, and then the actual classification process is described. In the final
chapter, “Classification Advanced,” the hierarchical structure of the class hierarchy is
the central part. Besides this, strategies for classification are given and the customized
feature dialog is explained.

How to create classes

The class hierarchy is the framework of the knowledge base in eCognition. It contains
all the classes of a classification scheme and allows a hierarchical organization of the
same. This hierarchy distinguishes between the passing down of class descriptions

from parent to child classes on the one hand (inheritance) and meaningful semantic
grouping (groups) on the other. A third register, the structure groups (structure), stands
beside the other two hierarchies. This is used exclusively for classification-based seg-



mentation and is therefore not a part of the knowledge base for classification. The class
hierarchy is a powerful tool for defining class semantics and also helps to reduce com-
plexity when creating a knowledge base.

In the following passage, the creation of classes is described. To get information on the
inheritance and groups hierarchies as well as their interrelations, see Functional Guide
> Classification Advanced.

The “Class Hierarchy” dialog is opened by selecting “Classification > Open Class Hier-

archy...” or clicking [f&|. As mentioned, the class hierarchy distinguishes between inhe-
ritance, groups and structure. Those distinctions help to give additional meaning to the
classes. They do not represent different sets of classes. This means that each class can be
found in all the different hierarchies. To switch from one to the other, simply click the

respective tab control in the “Class Hierarchy” dialog.

Short explanation of terms: In order to keep to an overview, only a brief explanation
of the terms used in the following text (knowledge base, class hierarchy, class, class de-
scription, and expression) is given here:

knowledge base Generally, a knowledge base summarizes all algorithms, defi-
nitions and parameters necessary to process information for a
certain purpose. A complete image analysis protocol, including
all necessary steps for segmentation, the loading of class hier-
archies and classifications, is the knowledge base for an entire
interpretation process. The class hierarchy is the knowledge
base for the image object classification.

class hierarchy The class hierarchy is the knowledge base for the classification
of image objects. It contains the sum of all classes with their
specific class descriptions. The classes can be structured in a
hierarchical form. eCognition distinguishes between an inheri-
tance hierarchy and a groups hierarchy.

class In eCognition class is used as a synonym for class description.
A class is a group of objects, all of which meet the same stan-
dard set by a class description.

class description The class description is an essential part of each class. In it
those characteristics of image objects are defined which deter-
mine membership in the respective class. This feature descrip-
tion is adjusted by means of fuzzy expressions. In addition,
general information like class name or class color is specified in
an appropriate dialog.



expression Expressions are the basic elements for the definition of class
descriptions. They can be distinguished into nearest neighbor,
membership functions, similarities and logical terms. While
nearest neighbor, membership functions and similarities rep-
resent conditions, operators are the elements used to combine
different conditions.

Inserting a new class

When starting a new project, you

always begin with an empty class

hierarchy. You can either insert new

class

classes or, once you have created
classes, copy these within the class

hierarchy. Adding and copying

. . Load class hi hi
classes can only be done in the in- MR L

. . Save class higrarchy
heritance and the groups hierarchy,

since the structure folder is not
part of the classification.

To insert a new class, select “Clas-
sification > Edit Classes > Insert 4| vy Inheritance i Groups i, Structure

Class...” in the class hierarchy
menu or right-click the “Class Hie-
rarchy” window and select “Insert
Class.” The dialog box “Class De-
scription” opens. Insert a new name for the class and choose an appropriate color. You
can identify the new class by its colored circle and its name in the class hierarchy. Now
the basic class description is generated. Be aware that naming and giving a color to a
class does not define it.

To learn how to define Class Description (7] ]

a class see “Editing the Mam

class description” below. “Class & | — |
Parent class for dizpla todifier

To copy a class SClCCt ’]classc j ‘ ’7 I ahatract [ |nactive
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the class to be copied e -
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and choose “Classifi-

cation > Edit Classes >

- * Contained

*4, Inherited

Copy Class...” or click
the right mouse button
and select “Copy Class.”

The class inserted in
the class hierarchy is



named “Copy of...” and given the same color as the copied class. Use this function to

duplicate the feature description of an existing class in a new class, which can then be

modified or extended. By doing so, time is saved when creating different classes which
have similar features.

General class settings

There are several general class settings, which can be edited in the “Class Description”

window.
To name a class, modify the name
given in the “Name” €) window. Na

ﬁma [ 1]

Parent class for displa Modifier
The class color can be defined by ﬁdassa 3] B ‘ e

clicking the color field. @

A | = Contsined] %, Inherted]
. '*  LConk
In the field “Parent class for dis- & [
» . £-%* Standard nearest neighbor
play” @ you can define which of S e
the parent classes in the groups E,Z';';im
hierarchy — in the case of mul- Hdigeen
tiple parent classes — should be nanhis
2an nir
displayed for a child class when Rt ni

%, Inheited

navigating through the levels of
the groups hierarchy using the
buttons 4= = .

As explained above, classes which

have applicable child classes are

treated like abstract classes due to ] o

the inheritance logic contained in

eCognition. Classes without child

classes can also be set to abstract. This can be of use when formulating similarities to
classes without wanting to classify the class to which the similarities refer. To set a class
to abstract, click the “Abstract” @) checkbox or right-click a class in the “Class Hierar-
chy” window and choose “Abstract” or choose “Classification > Edit Classes > Abstract”
from the menu bar.

Classes can be set inactive to exclude them from classification without deleting them.
This can be done in three ways:

* Select a class in the “Class Hierarchy” window and deselect “Classification > Edit
Classes > Active” from the menu bar.



* Right-click a class in the “Class Hierarchy” window and deselect the “Active” check
box.
* Click the “Inactive” @ box in the “Class Description” window.

In the “Class Description” window, you can switch between three different view
modes. In the “All” @ mode, the inherited as well as the contained expressions are dis-
played. In the “Contained” @ mode, only expressions defined for this particular class
are displayed. In the “Inherited” @ mode, only the expressions inherited from parent
classes are displayed.

Editing the class description

The definition of the features describing x|
a certain class and the logic by which ﬁbummsmws (] | F,
these features are combined are both -IPavem s o = | E =
. . . . shadov d Abstract Inactive
handled in the main window of the dia-
log box “Class Description.” A | o Comaned] " i
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sions to create a class description. While
nearest neighbor and membership func- ; B
tions are used to translate feature values 2 @ et
of arbitrary range into a value between 0 I
(= no membership) and 1 (= full mem-

bership), logical operators such as “and”

« » .
and “or” summarize these return values

under an overall class evaluation value,

again between 0 and 1. Similarities are

Cancel

a special type of expression: Similarities
enable the inclusion of the evaluation of complete class descriptions of other classes.
For more information about the different classifiers see Functional Guide > Classifica-
tion Basics.

The graphical display of the class description is hierarchical: all expressions which are

connected by a certain logical operator are displayed as subunits of this logical operator.

Inserting an expression

Insert new Expression

To insert expressions, right-click the operator e

in the “Class Description” dialog and choose Edit Expression

“Insert new Expression” (by default you will el E e

v | Expression is ackive




find the operator “and (min)” in a new or in an empty class description) or double-
click the operator.

The dialog box “Insert Expression” will open. [insert Expression 20
This dialog has a similar structure to that of T Gt nsared neghor
. . % Nearest neighbor
Windows Explorer. Choose the expression you g Dyt
. . Laver values
want to insert by opening the relevant folders. Ko e
exture
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gical terms” and insert them in the same way as
any other expression. Inserted expressions can
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If you have selected a membership function, the

™ Inyert expression

dialog box “Membership Function” will open

before the expression is inserted as part of the
class description. For information about how to edit a membership function, see Func-
tional Guide > Classification Basics.

If you select the nearest neighbor, it will be inserted into the class with default settings.
The nearest neighbor alone does not suffice to describe the class since it needs samples.
For a description of the sample input and nearest neighbor settings, see Functional
Guide > Classification Basics.

Moving expressions and editing the hierarchy of logical operations

You will often have to move expressions and logical operators when constructing class
rules. An expression is moved in a similar way as a class is moved in the class hierarchy.
Click the expression you want to move with the left mouse button, drag it over the
logical expression you want to combine it with and drop it there.
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Inverting expressions

All expressions can be inverted due to the underlying concept of fuzzy logic in
eCognition’s class descriptions in order to translate all feature values into the opposite
meaning [0; 1]. Mathematically speaking, an inverted expression has the value 1 minus
the membership value. Since logical operators are expressions that combine the mem-
bership values of a number of expressions, they yield a membership degree themselves
and can consequently be inverted as well. An inverted expression appears in the class
description with a prefixed “not.” The most interesting application for the inversion of
expressions is its application to similarities. This makes it possible to define that “Class
A is not Class B”

There are two possibilities of inverting an expression:

* Check the dialog item “Invert Expression” before inserting it into the class descripti-
on.

o If the expression is already inserted into the class description, right-click it and choose
“Invert Expression” in the following context menu.

Editing an expression

To edit an expression, right-click it and choose the menu item “Edit Expression” in the

context menu. If you do this for a feature, the “Membership Function” dialog will pop

up. If you select a logical expression, you can choose from all the possible logical ope-

rators and, if you select a nearest neighbor classifier, a dialog will pop up which allows

you to edit the appropriate feature space.

To edit a feature or a nearest neighbor classifier, you can also double-click the expressi-

on.

Deleting an expression

To delete an expression, right-click it and choose the item “Delete Expression” in the

following context menu.

Deleting a class

To delete a class, select it and press the delete key on your keyboard or choose the
menu item “Classification > Edit Classes > Delete Class” from the menu bar.



Deleting a class hierarchy

To delete a whole class hierarchy, choose the menu item “ Classification > Delete Class
Hierarchy.”



Classification Basics

eCognition uses a fuzzy rule base to classify image objects. A fuzzy rule base consists
of one or more conditions which are combined by operators. To include features into
a fuzzy rule base membership functions for the considered features have to be defined.
Membership functions permit the inclusion of knowledge or concepts into your know-
ledge base. If you know, for example, that a certain class is characterized by low mean
values in a certain image layer, then you can easily formulate this knowledge by using
and editing a membership function. Membership functions are especially suitable for
describing relations to other networked objects, such as the object's embedding in a
certain environment.

In eCognition, membership functions can be defined in two ways:

* Nearest neighbor — automatic generation of multidimensional membership functions
based on sample objects

* Membership function dialog — design of one-dimensional membership classes with a
graphical interface

Nearest neighbor

Whereas the graphical interface (the membership function dialog) allows the design of
one-dimensional membership functions, eCognition automatically develops multidi-
mensional membership functions with the nearest neighbor classification. They are not
visualized and only used internally to evaluate the results of nearest neighbor classifica-
tion.

eCognition distinguishes between two types of nearest neighbor expressions: nearest
neighbor (NN) and standard nearest neighbor (standard NN). The main difference
between these expressions is that the nearest neighbor and thus its feature space can be
defined for each single class independently. In contrast, the feature space of the stan-
dard nearest neighbor is valid for the whole project and thereby for all classes to which
the standard nearest neighbor expression is assigned. Additionally, it is not possible to
apply more than one standard NN to one class description. The standard NN is useful,
because in many cases the separation of classes only makes sense when operating in the
same feature space. The theoretical background of the nearest neighbor classifier is exp-
lained in Concepts & Methods > Nearest neighbor.

It is not possible to use class-related features to span a feature space for a nearest neigh-

bor classification since an absolute reference is necessary.



It is also possible to use some of the class-related features implemented in eCognition,
but only with some restrictions. For more information on how to use class-related
features in conjunction with the nearest neighbor classifier see Concepts & Methods >

Nearest neighbor.

Inserting nearest neighbor or standard nearest neighbor

Both the nearest neighbor and the standard nearest neighbor classifier can be inserted
into the class description just like any other expression. The standard nearest neighbor
can additionally be inserted via a separate menu to make the definition of several clas-
ses more convenient. Select “Classification > Nearest Neighbor > Apply Standard NN
to Classes...” from the menu bar. In the “Apply Standard Nearest Neighbor to Clas-
ses...” menu, you can move classes from the “Available classes” to the “Selected classes”
by clicking them.

If you select the standard nearest neighbor, it is implicitly inserted with the predefined
feature space. The class-specific nearest neighbor, however, has to be edited after inser-
tion for each single class it is assigned to.

Apply Standard Hearest Neighbor to Classes 2 | x|
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Defining the feature space

Both the nearest neighbor and the standard nearest neighbor classifier can be edited by
double-clicking them in the class description. This opens a dialog which allows a selec-
tion of available and selected features for the feature space. The “Available” box shows
the features that are available for spanning the feature space. In the “Selected” box you
can find the selected features. To add a feature to the feature space, navigate to it in the
tree in the left box and double-click it. The selected feature will appear in the “Selec-




ted” box. To remove a feature from the feature space, double-click it in the “Selected”
box. It will be removed and reappear in the “Available” box.

Edit Standard Nearest Neighbor Feature Space ) 21x|

A ailable Selected

= = Object features
Laver valuesz EI o Layer values
Mean = Mean
Stddey EiQ) Shape
R atio BB Testure
Min. pixel value EA Higrarchy

Max. pixel value
e+ to neighbors

- & o super-object
“F toscene

Global features

- w Global scene related

Qg Lancel |

The feature space of the standard NN can additionally be edited centrally from the
menu bar. Select “Classification > Nearest Neighbor > Edit Standard NN Feature
Space...”

Note that the standard NN feature space is defined for the entire project. This means
that if you change the standard NN feature space in one class description, these chan-
ges affect all classes that contain the standard NN expression.

When a class hierarchy is saved, the feature space of the included nearest neighbor ex-
pression is saved along with it. To optimize the performance, the feature space is saved
only for the selected features. Accordingly it is not possible to change the feature space
of a loaded class hierarchy and at the same time still use the old samples. If both stan-
dard NN and the individual nearest neighbor are used, the combination of all feature

spaces is saved.

Inserting sample objects manually

A nearest neighbor classification needs training areas. In eCognition, a representative
collection of image objects, the so-called sample objects, meets these requirements.

To assign sample objects, set the input mode to “Input Samples.” The sample editor
supports the gathering of sample objects. After setting the input mode to “Input Samp-
les,” the sample editor opens automatically and the view is set to the sample mode. To
define an object as sample for a class, first select the class in either the class hierarchy or



the “Active class” drop-down menu of the sample editor and then simply double-click
the respective object. Alternatively to double-clicking, a combination of the shift key
and mouse-click can be used.

As long as the sample input mode is activated, the view will always change back to the
sample view when an object is selected. The sample view mode displays sample objects
in the class color. This way the accidental input of samples can be avoided.

The feature values of the sample object are displayed as little histograms in the sample
editor. To undo the declaration of an object as sample, double-click or shift-click the
sample object again. The feature range displayed for each feature is limited by default
to the actually detected feature range. To display the whole feature range, right-click
the sample editor and select “Display entire Feature Range.”

To open or close the sample editor independently from the sample input mode, either
select “Samples > Open Sample Editor...” from the menu, or click 3' in the tool bar.
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It can happen that not all features displayed in the sample editor are part of the nea-
rest neighbor feature space. Those features which belong to the NN feature space are
marked with a “(NN)” behind the feature name. To define which features are to be
displayed in the sample editor, right-click the sample editor and click “Select Features
for Display....”

Note! If you already have a class hierarchy, samples of sub-classes are also samples
of their super-class(es). Nevertheless, you can add further samples to the super-
class(es).



To show the samples coming from the class’ sub-classes, right-click the sample editor
and select “Display Samples from Inherited Classes.”

For a detailed description of the single dialog features see Functional Guide > Informa-

tion on Image Objects and Features.

It is recommended to begin with inserting only a small number of sample objects
(about three) as representatives for each class. Then start the classification process. The
result will certainly contain a number of misclassifications, but it can be improved very
quickly by iteratively adding typically wrongly classified image objects samples of the
correct class to the sample editor and repeating the classification process. Several runs
of this procedure, if necessary, achieve remarkably stable classification results in an easy
way.

Inserting sample objects automatically using the TTA mask

In addition to the manual assignment, eCognition allows the automatic declaration of
sample objects using a TTA mask (training and test area mask),. The TTA mask has to
contain geocoding information or be of the same geometric dimensions as the image
layers used in the project to be loaded. The single training areas contained in the TTA
mask do not necessarily have to be identical to your image objects. With this feature,
eCognition is able to use information processed with other software as a basis for a
classification.

To import a TTA mask, open the re- #§ Conversion Table (7]
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The next step is to select the file con- land
taining the TTA mask itself. After the
TTA mask has been loaded, it will be




displayed in the view window. If you #§ Conversion Table HE
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have to link the classes of the conversi-
on table to their counterparts in your
class hierarchy. The link can be created

manually, or automatically if the names
of your class hierarchy correspond with
the classes of the conversion table.

How classes included in the TTA mask

are linked to the classes of your project

is defined in the conversion table. The entries in the conversion table can be checked
by selecting the menu item “Samples > Edit Conversion Table....” Normally, when you
first load a TTA mask which was created in another eCognition project or even using
another software package, there is no linkage between classes of the conversion table
and your project. To automatically link the classes, select “Link by name” from the
conversion table. To manually link the TTA mask classes to their counterparts in the
class hierarchy, right-click on the class name of the TTA mask and select the correspon-
ding class name from the drop-down menu.

After the classes of the project have been linked to the classes of the TTA mask, infor-
mation about this linkage is provided by the conversion table.

The next step is the actual generation of samples from the TTA mask. Select the menu
item “Samples > Create Samples from TTA Mask....” A new dialog will pop up in
which the image object level for declaring sample objects can be chosen. Choose the
appropriate level. After that, another dialog opens in which to define the minimum
overlap for TTA mask area and sample object. By default this is 0.75 (75 %). Since

the single training areas contained in the TTA mask do not necessarily have to match
your image objects, a criterion is needed to decide whether an image object that is not
100 % within a training area in the TTA mask should be declared a sample object. 0.75
means that 75 % of an image object has to be covered by the sample area for a certain
class given by the TTA mask in order for a sample object for this class to be generated.

After you have edited the minimum Create 5amples from TTA Mask

overlap, click “OK” and you will see S
the sample objects highlighted in TSRS HEpE =i i
their class color. If you change to the Ok | Cancel |

sample editor, you will notice that
P V!

the samples have been inserted.



Storing samples as a TTA mask

To save samples as training or test areas for other similar eCognition projects, samples
can be converted to TTA masks by selecting the menu item “Samples > Create TTA
Mask from Samples....” This TTA mask can then be saved in the form of an ASCII
raster file to store the actual topology of the samples used.

Changing the function slope of the nearest neighbor classifier

The basic effect of the func- L ——————
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& Methods.” The function can be
edited by selecting “Classification >

Nearest Neighbor > Function Slope....”

The default setting for the function slope
is a value of 0.2.

In the following images a number of
sample objects are declared and the classi-
fication process based on different values
for the function slope is executed.




The following images show the effect
of changing the value of the function
slope. A function slope with a value of
0.1 leads to a classification with nume-
rous unclassified image objects (white
and gray objects). A higher value of 0.8
provides a classification for almost every
image object.

NN function slope: 0.1

NN function slope: 0.2

NN function slope: 0.8




Deleting sample objects
To delete single sample objects, simply double-click or shift-click them.

To delete samples of specific classes, select the menu item “Samples > Delete Samples
of Classes...” move the respective classes from the “Selected classes” to the “Available
classes” window by clicking them. Click “OK” when you have finished.

To delete all samples you have assigned, select the menu item “Samples > Delete all
Samples.” Click “Yes” in the dialog which appears asking whether all samples of all
classes should be deleted.

Fuzzy rule base

A fuzzy rule base allows the formulation of knowledge and concepts in a very efficient
way. The first step is the manual or automatic definition of membership functions.
This way, your expert knowledge about general class descriptions as well as relations of
classes can be incorporated into the system.

Membership functions are easy
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separated from other classes by

only one or a few features. The “Membership Function” dialog is automatically opened
when you insert a new expression into a class description. To open this dialog for already
inserted expressions, double-click or right-click them and choose “Edit Class” in the
following context menu.

A membership function is basically defined by its left and right border values in combi-
nation with the function slope. In the example function the range of values is from 0 to
255. The part of this range which is fuzzy (i.e., not definitely “yes” or “no”) lies between
50 and 57, as defined by the left and right border values. The way a feature value is

translated into a membership value is defined by the function slope. The example func-
tion slope starts at 0 and rises to 1 on the x-axis. This results in a membership value of
0 for a feature value of 50, a membership value of 0.5 for a feature value of 53.5, and a



membership value of 1 for a feature value of 57. Any image object with a feature value
lower than the left border receives a membership value of 0; any object with a feature
value higher than the right border obtains a membership value of 1.

Membership function type

The function slope describes how the membership value for the specific expression is
calculated for a certain feature value of an image object.

To choose another form for the function, use the buttons to initialize the function.
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Linear larger than

Linear smaller than

Singleton

(exact one member)

Linear range (“V”)

Linear range
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Approximate Gaussian

About range
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Range (boolean) DI

Note that in each case the left border value of the membership function is assigned
to all feature values less than the left border value and the right border value of the
membership function is assigned to all feature

values greater than the right border value. R

You can adapt the function slope to your
requirements by moving the nodal points as

well, if this is necessary to integrate special

knowledge However, this is not usually ne-

cessary. Consider that the more general and

the larger the range of the membership function, the more robust your rule base will
be. We recommend generating membership functions which are as general and large
as possible while still ensuring satisfying results on a given data set. This method will
make it easier to transfer your rule base to other data sets.

Value range

The value range defines to which range of feature values the function slope is applied.
To define the value range of the function slope, the left and right border as well as the

center point can be varied. This is done by either defining values in the value boxes or
using the arrows. Note that the left border value always needs to be smaller than the

right border value. The center value is calcu-

) . . Jo1 | 0125 | 015
lated automatically if you first determine the ] Eiz B
left and right borders. When changing the Let border Center point Right border
center point, the whole range defined by left
and right border value will be moved.
Maximum and minimum values Maginur
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The maximum and minimum values define the maximum and minimum |
membership values an expression can achieve. By default the maximum is i o
set to 1 and the minimum to 0. In some cases, however, it might be useful Mﬂwmum

. . walug
to define that an expression can never produce a membership value of 1,

but only of 0.9, for example. This way one class always obtains priority in the case of
close classification results. The values can be defined by either directly editing them or
using the arrows.



Generating membership
functions automatically
The normal procedure is to de-
fine membership functions ma-
nually. However, in some cases,
especially when classes can be
easily and clearly distinguished,
it is more convenient to auto-
matically generate membership
functions. This can be done
within the sample editor.

To generate a membership func-
tion, right-click the respective
feature and select “Generate
Membership Function > Com-
pute.” Instead of having the
function automatically com-
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puted you can also insert and define it by selecting “Edit / Insert.” The same function

allows you to edit an automatically generated function.

To delete a generated membership function, select “Delete.”

The checkbox “Display Membership Functions” allows you to switch on and off the

displaying of generated membership functions. Manually inserted membership func-

tions will not be displayed.

Note! Computing membership functions is an easy and fast way to create class

descriptions. But do not let yourself be tempted by this ease. As described in the

“Concepts & Methods,” membership functions are only reliable if no strong over-

lap within the classes‘ feature spaces exists. Rule bases with a multitude of genera-

ted membership functions do not necessarily produce good results.

Operators

After the manual or automatic definition of membership functions, fuzzy logic can be

applied to combine these fuzzified features with operators. Generally, fuzzy rules set

certain conditions which result in a membership value to a class. If the condition only

depends on one feature, no logic operators would be necessary to model it. However,

there are usually multidimensional dependencies in the feature space and you may have




to model a logic combination of features to represent this condition. This combina-

tion is performed with fuzzy logic. Fuzzy logic allows the modelling several concepts
of “and” and “or.” The most common and simplest combination is the realization of
“and” by the minimum operator and “or” by the maximum operator.

When the maximum operator “or (max)” is used, the membership of the output equals
the maximum fulfilment of the single statements. The maximum operator corresponds
to the minimum operator “and (min)” which equals the minimum fulfilment of the
single statements. This means that out of a number of conditions combined by the ma-
ximum operator, the highest membership value is returned. If the minimum operator is
used, the condition that produces the lowest value determines the return value.

The other operators have the main difference that the values of all contained conditi-
ons contribute to the output, whereas for minimum and maximum only one statement
determines the output.

When creating a new class, its conditions are combined with the minimum operator
“and (min)” by default. The default operator can be changed and additional operators
can be inserted to build complex class descriptions, if necessary. The available operators

are listed below. For given input values the membership degree of the condition and
therefore of the output will decrease with the following sequence:

or [max) “or”-operator returning the maximum of the fuzzy values, the
strongest “or”
mean (arithm.) arithmetic mean of the fuzzy values

and (min) “and”-operator returning the minimum of the fuzzy values
(used by default, the most reluctant “and”)

mean (geo.) geometric mean of the fuzzy values

and (*) “and”-operator returning the product of the fuzzy values
Applicable to all of the above:

not inversion of a fuzzy value: returns 1 — fuzzy value

To change the default operator, right-click the operator and select “Edit Expression.”
You can now choose from the available operators. To insert additional operators, open

the “Insert Expression” menu and select an operator under “Logical Terms.” To insert
an inverted operator, activate the “Invert Expression” box in the same dialog; this nega-



tes the operator (returns 1 — fuzzy value): “not and (min).” To combine classes with the
newly inserted operators, click and drag the respective classes onto the operator.

Hierarchy of logical operators

Expressions and logical operators D I:I
or and (min)

presented in eCognition can be com-

bined to form well-structured class @ 40
descriptions. Thereby, class descripti-

ons can be designed very flexibly on 40 n
the one hand, and very specifically on _e

the other. An operator can combine B
either expressions only, or expressions C

and additional operators which again
link expressions.

An example of the flexibility of the
operators is given in the above pictu-
re. Both constellations represent the same conditions to be met in order to classify an
object.

Features and expressions
The following paragraphs give a short overview of the features and expressions provi-

ded by eCognition and the purposes they serve. For a detailed description see Concepts
& Methods > Features and terms for the fuzzy class description. Two groups of features

are distinguished: object features and class-related features.

Object features

In contrast to class-related features, object features do not depend on the classification
of other networked image objects. They are stand-alone.

Layer values Layer values evaluate the first and second statistical moment
(mean and standard deviation) of an image object’s pixel value
and the object’s relations to other image object’s pixel values.
Use them to describe image objects with information derived
from their spectral properties.

Shape Shape features evaluate the image object's shape in a variety of
respects. The basic shape features are calculated based on the



Texture

Hierarchy

Thematic attributes

Customized features

object’s pixels. When polygons are generated, additional shape
features based on polygons and skeletons can be used. Another
type of shape features, based on sub-object analysis, is available
as a result of the hierarchical structure. If image objects of a
certain class stand out because of their shape, you are likely to
find a form feature that describes them.

The image object’s texture can be evaluated using different tex-
ture features. eCognition offers a new type of texture features
based on an analysis of sub-objects. These are especially helpful
for evaluating highly textured data. Besides, a huge number of
features based upon the co-occurrence matrix after Haralick
can be used.

This feature provides information about the embedding of the
image object in the image object hierarchy. These features are
best suited for structuring a class hierarchy when you are wor-
king with an image object hierarchy consisting of more than
one image object level.

If your project contains a thematic layer, the object’s thematic
properties (taken from the thematic layer) can be evaluated.
Depending on the attributes of the thematic layer, a large range
of different features becomes available.

All features created in the customized feature dialog and which
do not refer to other classes are displayed here.

Class-related features

Class-related features refer to the classification of other image objects situated at any

location in the image object hierarchy. This location can be defined by a vertical dis-

tance in the image object hierarchy (super-objects and sub-objects) or by a horizontal

distance (neighbor objects). The distance is determined by the feature distance.

Relations to
neighbor objects

Relations to
sub-objects

Use these features to describe an image object by its
mutual relationships to other image objects assigned to a cer-
tain class on the same level.

Use these features to describe an image object by its
relationships to other image objects, assigned to a certain class
on a lower level. Since the resolution increases the lower you



move in the image object hierarchy, you can evaluate sub-scale
information using these features.

Relations to Use these features to describe an image object by its

super-objects relations to other image objects assigned to a certain class on
a higher level in the image object hierarchy. Analogous to the
relations to sub-objects, it is possible to evaluate super-scale
information here.

Membership to In some cases it is important to incorporate the membership
value to different classes in one class. This function allows ex-
plicit addressing of the membership values to different classes.

Classified as The idea of this feature is to enable the user to refer to the
classification of an object without regard to the membership
value. It can be used to “freeze” a classification.

Classification value of ~ This function allows you to explicitly address the membership
values to all classes. As opposed to the feature ,Membership
to“ it is possible to apply all membership values to all classes
without restrictions.

Customized features  All features created in the customized feature dialog which
refer to other classes are displayed here.

Feature distance

If you go through the feature list you will notice some features that have a number in
brackets attached. This is the so-called feature distance. Two types of feature distance
are distinguished: the “vertical” distance between image objects on different levels in
the hierarchy of image objects and the “horizontal” distance between image objects
situated on the same level. In the first case the feature distance is the number of image
object levels that have to be crossed when navigating from one object of concern to the
other. In the second case, it is the spatial distance (measured in pixels) between two
image objects.

For both cases, the feature distance is edited in the same way. There are two possibili-
ties:

* If you have already inserted the expression, the feature distance can be edited by cli-
cking the “Feature distance” button in the respective “Membership Function” dialog.



* The feature distance can also be edited in the feature list by right-clicking the respec-
tive expression. The feature will then be added to the list with a new distance.
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Object oriented texture analysis

eCognition contains a powerful method for object oriented texture analysis. By analy-
zing sub-objects, it is possible to describe image objects by their texture. An important
aspect of this method is that the respective segmentation parameters of the sub-object
level can easily be adapted to come up with sub-objects that represent the decisive
structures of a texture.

A straightforward method is to use the predefined texture features provided by eCog-
nition. They enable you to characterize image objects by texture, determined by the
spectral properties, contrasts and shape properties of their sub-objects.

Another approach to object oriented texture analysis is to analyze the composition of
classified sub-objects. Class-related features (relations to sub-objects) can be utilized to
provide texture information about an image object, e.g., the relative area covered by
sub-objects of a certain classification.

Further texture features are provided by texture after Haralick. These features are calcu-
lated based upon the so-called co-occurrence matrix, which is created out of the pixels
of an object.

Note! The calculation of Haralick texture features can be very time consuming,
since for every pixel of an object a 256 x 256 matrix has to be calculated.

Think ahead when using class-related features

Class-related features are very powerful tools for introducing semantic context into the
classification. However, there is a certain peculiarity in using them intensively. Since
class-related features, as the name implies, always relate to the classification of other



image objects, there is the need for absolute references (i.e., objects classified exclusively
with the use of object features or by nearest neighbor). If class-related features refer to
image objects which have themselves been classified by the use of class-related features,
a lack of absolute reference is possible and the classification result might be unstable,
especially if a class description refers to another class description, which itself refers

to the first class description (cyclic dependency). eCognition provides a method of
handling this problem, such as the execution of a user-defined number of classification
cycles or a simulated annealing approach, but it is preferable and more elegant to keep
the entire class hierarchy along with its set of class rules predictable.

Another problem can arise from the internal classification logic used by eCognition.
When classifying without class-related features, all classes containing class-related fea-
tures in their class descriptions are ignored during the classification process. On the
other hand, it is recommended to first classify without class relations to create an abso-
lute reference for class descriptions referring to the classification of other image objects.
If class-related features are added to existing class descriptions consisting only of object
features, the respective class can no longer be used to create an absolute reference which
might affect the classification result. Consequently, always take this into account when
adding class-related features to a class description.

Similarities

Similarities work like the inheritance of class descriptions. Basically, adding a similarity
to a class description is equivalent to inheriting from this class. However, since simila-
rities are part of the class description, they can be used with much more flexibility than
an inherited feature. This is particularly obvious when they are combined by logical
terms.

A very useful method is the application of inverted similarities as a sort of negative in-
heritance: consider and name a class bright if it is defined by high channel mean values.
You can define a class dark by inserting a similarity feature to bright and inverting it,
thus yielding the meaning “dark is not bright.”

It is important to notice that this formulation of “dark is not bright” refers to simila-
rities and not to classification. An object with a membership value of 0.25 to the class
bright would be correctly classified as bright. If in the next cycle a new class dark is
added containing an inverted similarity to bright the same object would be classified
as dark since the inverted similarity produces a membership value of 0.75. If you want
to specify that dark is everything which is not classified as bright you should use the

feature “classified as.”

Similarities are inserted into the class description like any other expression.



The classification process

Coming back to the example given at the introduction to the classification, the classi-
fication process can be compared to a database query. Each object is compared to each
class description. Its contained and inherited expressions produce membership values
for each object and according to the highest membership value, each object is then
labeled or classified. This process of labeling objects to either one or the other class and
thereby producing definite class assignments from membership values is called defuzzi-
fication. For additional information see Concepts & Methods.

A classification demands at least one level of image objects and a class hierarchy contai-
ning edited class descriptions. You can produce this class hierarchy or load an already
existing one. Throughout the classification process each class description in the class
hierarchy is applied to each image object of one or of all levels in the image object hie-
rarchy.

An image object is assigned to the class whose evaluation returns the highest member-
ship value. If the membership value of an image object is lower than the predefined
minimum membership value, the image object will remain unclassified. This is done to
ensure a certain reliability for your classification. The necessary reliability will depend
on your application. You can edit the minimum membership value under “Classificati-
on > Advanced Settings > Minimum Membership Value.” If two or more class descrip-
tions share the highest membership value, the assignment of an object to one of these
classes happens arbitrarily.

The classification process is started by selecting the menu item “Classification > Clas-
sify....” This opens the dialog box “Classification Settings.” Here you can edit the classi-
fication parameters and subsequently start the classification process. Additionally to the
classification menu, there is also a compressed version of the classification menu available
as icons on the menu bar [Bg[ * =M. For a further detailed description see the

chapter “User Interface.”

The level box of the classification dialog allows you to select a level in which to per-
form the classification. When you open the dialog box “Classification Settings,” the
level displayed under “Level in object hierarchy” will automatically be synchronized
with the one given in the active view.

Classification without class-related features
This is the method of choice if you are not using any class-related features. In this case

all classes whose class descriptions include class-related features are treated as inactive

classes.
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How to handle class-related features

The use of class-related features is explained in detail in the next chapter, “Classificati-
on Advanced.” Here only the information necessary to understand the impact on the
classification procedure is given.

There are several basic kinds of dependencies between classes. The

simplest is when one class is entirely defined by membership func- @_o
tions or a nearest neighbor classifier and another class refers to this

class by means of class-related features. The first class in this case

could be called grounded G, because objects of this class are securely defined and not
subject to changes if the local context changes.

A second case could be one grounded class G to which a

row of classes, in which one class depends on the next, re- @_o_e
fers. These two cases are rather easy to handle. In the first

case one or in the second case several cycles of classification

should suffice to produce a stable result. When working with class-related features you
should always try to construct dependencies like the ones described.

However, in some cases this may not be possible due to the comple- o:o

xity of the classification task. In such cases circular dependencies may

occur. Circular dependencies mean that one class refers to another,

which again refers to this class. Whenever you have this kind of de-

pendencies in your class hierarchy you should make use of the simulated annealing.



Simple classification with class-related features

This is the method of choice when your class descriptions include class-related features.
In the field “Classification mode,” enable classification with class-related features.
Again, the image object level to be classified has to be selected. Note that before you
classify with class-related features, you have to perform a classification cycle without
using the context.

Since the assign- Classification Settings
ment of image ob-
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one cycle might not

be sufficient to yield
a stable classification result. Therefore, you can define the number of classification cyc-
les in the field “Number of cycles.”

Classification with class-related features and simulated annealing

In some cases a high number of cycles will not result in a stable classification. More
than likely, this is due to mutual relationships and cyclic dependencies in your class
descriptions. A simple example would be a class @, which is described by its relative
border to class b, which in turn is described by the relative area of c/ass 4 in a certain
vicinity. Such dependencies occur especially in large class hierarchies with a great num-
ber of class-related features. To handle this, eCognition provides a simulated annealing
approach (see “Concepts & Methods”) in its advanced classification settings. To open
the dialog, select “advanced” in the classification dialog.

Two parameters can be set: “Temperature,” which is dvanced Classilication Setings 7]

Simulated a

Temperatue[2][ B0 | Colingspesd [ 10

Only necessary for mutual or eyelic dependencies
over class related features between classes

the amount in which random change of the mem-
bership values of the image objects takes place, and

“Cooling speed,” which determines how much the
initial random deviation defined by temperature is o

reduced at each classification cycle. Their adjustment

is only necessary if you have incorporated cyclic de-
pendencies between classes containing class-related features. Otherwise, just use the
default settings.



5 - Functional Guide

Deleting classification results

The dialog “Delete Classification” allows deletion of the results of a classification. The
dialog opens by selecting the menu item “Classification > Delete Classification.” This
dialog offers different possibilities to delete classification results.

To delete the entire classification click “Delete all.”

To delete only parts of the classification, select the class/classes and/or the level for
which to delete the classification. Furthermore, the type of classification can be deter-
mined. To delete only the results of a manual classification, select “Manual.” Otherwise
select “Rule base” or both. The “Delete” button will execute the action.

Delete Classification

enitiie soene
- level 2 --
- level 1--

pinel level




Classification Advanced

The class hierarchy

The class hierarchy is the frame of eCognition‘s language to create the knowledge
base for a given classification task. It contains all classes and is organized in a hierar-
chical structure. How to technically create a class hierarchy is described in the chapter
“Classification Basics.” This part of the user guide explains advanced usage of the class

hierarchy.

The class hierarchy distinguishes between passing down class descriptions (from parent
classes to their child classes) in the inheritance hierarchy and the meaningful semantic
grouping of classes in the groups hierarchy. The purpose is to reduce redundancy and
complexity in the class descriptions, on the one hand, and to create a meaningful grou-
ping of classes, on the other, e.g., turning a mere land cover classification into a land

use classification.

Inheritance

The inheritance hierarchy refers to the physical relations between the classes. Here,

the class descriptions defined in parent classes are passed down to their child classes.
This aspect helps to differentiate a parent class, for example representing a specific land
cover, into two child classes representing land use classes, depending on the embedding
within a certain context. It helps to considerably reduce the necessary number of inputs

in the class descriptions.

@ waterbodies This class hierarchy is an example of how to apply the
@ :t:::ln inheritance hierarchy. The land cover classes woodland
arassland gereral general, grassland general and impervious general (parent
@ uiban grassland classes) are further divided into land use classes (child
@ wmﬁ;ﬂg;ﬁ:ﬁ classes). The two classes urban and rural do not contain
urban woodiand any expressions. Their meaning is defined in the groups
@ rural woodland hierarchy.

impervious general
@ uiban impervious

i rural imperious

If you want to formulate the class description of a general class, you do this once in
the relevant parent class in the inheritance hierarchy which will pass this change down
to all child classes of the pertinent parent class. Without the inheritance concept you
would insert the same description in several classes, losing time, transparency and flexi-

bility in creating your knowledge base.



The inheritance of class descriptions contains an implicit logic concerning the applica-
tion of classes, i.e., whether or not classes are actually assigned:

1. Classes are not applied to the classification of image objects whenever they contain
applicable child classes within the inheritance hierarchy.

Parent classes pass on their class descriptions to child classes. These child classes then
have additional feature descriptions and — if they are not parent classes themselves — are
meaningfully applied during the classification of image objects. The above logic follows
the concept that child classes are used to further divide a more general class. Therefore,
when defining subclasses for one class always keep in mind that not all objects defi-
ned by the parent class are automatically defined by the subclasses. If there are objects
which would be assigned to the parent class but do not meet the descriptions of the
subclasses, they will be assigned neither to the parent nor to the child classes.

2. Classes are only applied to a classification of image objects if all contained classifiers
are applicable.

The second rule applies mainly to classes containing class-related features. The un-
derlying reason is that you might generate a class which describes objects of a certain
spectral value in addition to a certain contextual information given by a class-related
feature. The spectral value taken by itself without considering the context would cover
far too many objects, so that only a combination of the two would lead to satisfying
results. As a consequence, when classifying without class-related features, not only the
expression referring to another class, but the whole class, is not used in this classificati-
on process.

3. Classes described by nearest neighbor with class-related features

When using class-related features to define the feature space for the nearest neighbor
classifier, circular dependencies between the classes must not occur. Consequently, all
features which refer to the class itself directly or indirectly are not allowed for the de-
finition of the feature space. Thus, nearest neighbors with a class-related feature space
cannot be passed on to child classes. Hence, only child classes on the lowest level of
inheritance (leaf classes) can be described by a class-related nearest neighbor classifier.

4. Samples of child classes are simultaneously samples of their parent classes

Since child classes are similar to their parent classes by inheritance, all parent classes
must have the same samples as their child classes. Especially for classifications with
class-related nearest neighbor this constraint is vital. Otherwise leaf classes in the inhe-
ritance class hierarchy, which are only described by class-related nearest neighbor, could
never be applied. Whenever you take a sample for a child class this sample will be co-
pied to all its parent classes.



Groups

The groups hierarchy refers to the semantic relations between classes. The child classes
of parent classes in the groups hierarchy enable you to group classes, which can even
contain very different feature descriptions, to an identical superior semantic meaning.
Functionally this grouping has two consequences:

1. Class-related features only refer to classes (and child classes) in the groups hierar-
chy. So, when using relationships to a parent class in the groups hierarchy this also
applies to the respective child classes.

2. You can navigate the classification view through the levels of the groups hierarchy
and thereby visualize the semantic grouping of the classes.

Often the physical features of objects do not represent their semantic meaning. There-
fore, the groups hierarchy allows you to group classes semantically. So when classifying
with class-related features, you can refer to groups of classes which belong to one se-
mantic entity by referring to their parent class in the groups hierarchy.

iban This image shows the same class hierarchy as the one
@ uban grassland

urban woodland

@ uban impervious archy. This time the groups hierarchy is displayed. The

displayed in the paragraph about the inheritance hier-

ural ] two classes urban and rural have an empty class descrip-
@ waterbodies

() rural grassland
@ rural wondland They do not pass on any information to their subclasses

tion, i.e., they only act as a general semantic group.

T impityiots but only summarize all subclasses semantically.
----- arassland general

----- @ woodland general
----- @ impervious general

As in the given example, objects classified as woodland after an initial land cover classi-
fication might be divided into woodland areas in a rural and in an urban environment.
The approach would be to subdivide this class into two child classes #rban and rural
woodland within the inheritance hierarchy. But to be able to represent the semantic
meaning at the same time, two classes (#rban and rural) could be generated to function
as groups for all urban and rural classes within the groups hierarchy.

The interrelations between inheritance and groups

The usefulness of the class hierarchy is based on the synergy of the inheritance and
groups hierarchies. Use the inheritance hierarchy to formulate class descriptions and
pass down general class descriptions to child classes. Use the groups hierarchy to sub-
sequently combine child classes into parent classes of a general semantic meaning The
result will be an elegant, easy to correct structure of classes.



In many cases, child classes in the inheritance hierarchy are also child classes in the
groups hierarchy. The inheritance hierarchy is a hierarchy of similarities concerning the
feature descriptions — child classes of the same parent class inherit the same class de-
scription, i.e., they are similar. The groups hierarchy, however, is a hierarchy of similar
semantic meaning. The following three rules determine the relation between groups
and inheritance hierarchy.

« Classes are not applied to the classification of image objects whenever they contain
applicable child classes within the inheritance hierarchy

« Classes are only applied to a classification of image objects if all contained classifiers
are applicable

« Class-related features only refer to classes (and child classes) in the groups hierarchy.
So, when using relationships to a parent class in the groups hierarchy, this also ap-
plies to the respective child classes

Sometimes it might be useful to introduce a separate class to combine classes in the
groups hierarchy solely to relate a class-related feature to this group. This class may
function exclusively as a group without having a class description.

The interrelation between inheritance and groups is also displayed visually within the
class hierarchy. When a class is not applicable, its color dot is displayed with a gray
outline. If the class is applicable, the outline is black. When switching the classification
settings from “without class-related features” to “with class-related features” the change
of the outlines indicates which classes will be used depending on the classification set-
tings. In the example below, the two child classes contain class-related features and the
parent class contains only object features. Therefore, only the parent class is active wi-
thout class-related features, while only the child classes are used when classifying with

class-related features.

=@ weediand Op  class hierarchy with the classification settings
@ uban woodland

A rural woodland

set to “without class-related features”

=@ WUDC"End dang R class hierarchy with the classification settings
urban woodlani

ural woodland

set to “with class-related features”



Editing the hierarchical structure

The creation of the hierarchical structure is easy. Just drag and drop:

To define a class as a child class, left-click it and, while holding down the mouse button,
drag it over the class to be defined as the parent class and drop it.

0 class a
@ o

| L\? class ¢ |:>

) class a

clasz b

To move a child class from one parent class to another, left-click it and drag it to the
new parent class.

I Om Q class © EO class a

—> @ clossc

To redefine a child class as a class without a parent class, left-click and drag it below
the list of classes and drop it there.

E|O class a

...... @ clazs b
t\? class ¢

Multiple inheritance, multiple membership

A class can be the child class of more than one parent classes in the class hierarchy
(both inheritance and groups hierarchy). This leads to the inheritance of class descripti-
ons from more than one parent class to one and the same child class in the inheritance
hierarchy. In the groups hierarchy it means that the child class is a member of more
than one semantic group. To assign the same child class to a second parent class, use
the right mouse button to drag and drop it to the new additional parent class. The

Note! If a class is defined as a child class of more than one parent class in the
groups hierarchy, you have to decide which of these parent classes to display when
navigating upwards through the levels of the groups hierarchy in the classification
view. To do so, select the correct parent class to be displayed under “Parent class
for display” in the class description dialog of the specific child class.



same class will now appear twice, indicating the child class’s membership to the respec-
tive parent class each time. However, double-clicking one of each of the symbols will
always open the same class description.

To remove a class from a certain parent class, left-click the specific symbol, drag it
below the list of classes and drop it there.

Basic strategies for creating class hierarchies

The classification process in eCognition is supervised, allowing you to train the system
by introducing sample objects (nearest neighbor) or classification concepts (member-
ship functions and logic combinations). For most applications, you will typically find
different ways of coming up with a classification result. The most important classifica-
tion approaches are discussed in this section. However, none of these proposed tech-
niques has necessarily to be applied in its pure form. Feel free to add functionality to
each of them or combine them.

Always keep in mind that the main goal in defining class descriptions is the separati-
on of all classes in your classification scheme. Try to find solutions that are as simple
as possible! The simpler a class description is, the more transparent the evaluation of
image objects is and the easier you can adapt it to come up with a better classification
result.

A crucial issue in building up your knowledge base is achieving information about
image objects, features and classification. For detailed information see Functional
Guide > Information on Image Objects and Features.

Have a look at the following classification techniques:
* Overview: how to acquire information
* Fast nearest neighbor classification by manual training: click and classify

* Using a fuzzy rule base and membership functions to formulate classification con-
cepts

* Differentiating classes using contextual information (class-related features)

* Masking techniques



Overview: how to acquire information

eCognition offers a number of tools that help to find out how classes can best be de-
scribed and separated. You will find in the following a short overview of the tools and
the related questions you might have.

“Image Object Information” dialog
Acquiring information about the attributes of a specific image object

The image object information dialog serves an important purpose: Developing class
descriptions becomes much easier after computing an object's features in the dialog.
Transparency and accessibility of information are the two main reasons why you should
regularly use this function. The displayed class evaluation and feature values can help
to achieve better classifications.

Acquiring the detailed evaluation of any chosen class description for a specific image
object

This information can be obtained for the selected object in the image object
information dialog. Apart from information about the object attributes, you can obtain
detailed information about the actual classification of the image object. Click the class
of your interest in the field “Alternative Assignments” to get a detailed evaluation of the
image objects attributes for the chosen class description.

Feature view

Obtaining an overview and intuitive access to the effect of any chosen feature over all
image objects in a scene

The feature view allows you to obtain an overview of any feature’s values over all image
objects in a scene. Each image object is displayed in a gray value or a defined range
from blue (low values) to green (high values) and represents a feature value. Use the
feature view to determine features by which two classes can be distinguished.



Sample editor, sample navigation and sample assessment
Collecting samples of similar characteristics

The sample editor is typically used to assign image objects as samples of a certain class
and to compare them as to their feature values. It displays the feature signature of the
samples of a class. Thus, by marking a new image object you can compare its feature
values with the signature of the already trained sample objects. To find the token samp-
les in the image, you can activate the sample navigation by clicking the button.

If this mode is active, click on a slot in the sample editor and you are automatically
navigated to the appropriate sample. The
respective sample will be highlighted in the

image view. If a slot holds more than one Sample 1 j 1t 1
sample, you can select one of them from the  JSample 3

it 11 n menu:
appropriate pull down menu EApT
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Selection Information

dialog:

Select the appropriate
class you want to take a

sample for in the class
hierarchy. Then click

on a potential sample and analyze its distance to the mentioned class and to all other

classes within the feature space. In the dialog three distances are shown:

*  Membership: shows the potential degree of membership according to the adjusted
function slope of the nearest neighbor classifier.

*  Minimum Distance: shows the distance in features space to the closest sample of
the appropriate class.

¢ Mean Distance: shows the mean distance to all samples of the appropriate class.
The column “Number of Samples” shows how many samples are already present for

the appropriate class, while “Critical Samples” shows, to how many samples the poten-
tial new sample is critically close. The respective row will then be highlighted in red,



Modify Threshold

Select classes to display Enter membership overlap value ID_?
ok I Cancel |

while all noncritical classes are shown in green. To define what ‘critical’ means you can
adjust the minimum allowed membership to other classes by right-clicking the dialog
and selecting the appropriate menu entry:

Note! you can navigate to all samples by choosing the appropriate class, than swit-
ching on the sample navigation mode and selecting either the critical, nearest or

current sample(s).

Finding the features that best separate the classes

The sample editor allows not only the display of feature histograms for sample objects,
but also for all image objects in a scene. This can be used to get an overview of the
distribution for each features. To find well distinguishing feature combinations for your

classes, you have several possibilities:
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Collect typical sample objects for each class and compare the histograms for arbitrary
features in the sample editor. Thus, you acquire a clear overview and quantitatively
precise information about the separating capability of features. Note that if two classes
cannot be separated by one single feature, these classes are not distinguishable using
membership functions. However, they might be distinguishable by using nearest neigh-
bor classification since nearest neighbor separates the distributions of classes in a high
dimensional feature space far better.

For an automated quest for the best feature combination you can use the “Feature
Space Optimization” tool: For all classes you want to distinguish collect several samp-
les. Then choose “Feature Space Optimization” by clicking the il button. The upco-
ming dialog asks you for the classes @ you want to distinguish and the feature space
@ you want to reduce to an optimum dimension:

Note! it is not possible to use class-related features in the feature space optimizati-
on.

i Class Separation Distance Matrix For Selected Featues

Clazs/Clazs | ‘woodland General | Grassland General | Impeivious General | Waterbodies |
"woodland General  0.000000 11.5220358 3022227 0604747
Grazsland General  11.522035 0.000000 7.16E486 17.090347
Impervious General 3.022227 7. 166436 0.000000 B.382071
' aterbodies 0.604747 17.090347 5382071 0.000000

" reduce % expand

To analyze the seperability of the classes with choosable features, select the features by
single-clicking them, then click the ,,Calculate” @) button and show the distance ma-
trix of the classes by clicking the appropriate button @).

Based upon the distance measuring as described in Concepts & Methods > Fuzzy clas-
sification in eCognition > Creation of conditions in multidimensional feature space

by nearest neighbor classification the distances in the features space of all classes are
shown. You will realize that the matrix is symmetric, which is due to the fact that each
class is compared to each other. In the example above the class Waterbodies is hardly

separable from Woodland General.

Note! the distance calculation is only based upon samples. Thus, adding or dele-
ting samples also affects the separability of classes.



In the field “Optimization” you can select the segmentation level @ on which the op-

timization is to be calculated and you can enter the maximum dimension (the number
of features) to which the feature space should be reduced/optimized @. The program

then performs a number of feature permutations and calculates for each feature combi-
nation the distances of the classes within this feature space.

Note! the higher the number of features in the beginning and the higher the
choosen maximum dimension, the longer the calculation takes. Thus, before cal-
culating the optimal feature space you should check whether a selected feature can
contribute to distinguishing your desired classes or not. CPU-demanding features
like “Texture after Haralick” can expand the calculation time dramatically. If one

or more features have no values you will be informed.

After calculation has fini-
shed you will see in the
field “Optimized Feature
Space” a value for “Best
separation distance” @
and “Dimension” @). The
latter shows the (reduced)
number of features to span
the feature space, while in
the field “Best separation
distance” the distance bet-
ween the closest samples
of the choosen classes in
this feature space is shown.
Clicking “Advanced” @
will bring up the following
dialog:

In the ,Result List“ @) all
feature combinations and
their according distance va-
lues for the closest samples

of the classes are displayed.
The “Result Chart” @

Feature Space Optimization - Advanced Information

— Result List

HE

Optimization Hesults
[Dimension 15]
Fiatio dezzau_blue Hif
Mean desszau_term, tif
Mean deszau_blue. tif
Stdey deszau_nir tif
Fiatio dezsau_red tif
Mean deszau_green. tif
Stdev dezzau_green tif
Fiatio dezzau_green tif
Fiatio dezsau_term kif
Mean deszau_red tif
Stder dessau_blue. tif

o 5

I

LU

Ir—|
Q Apply to Classes |

‘ ! Apply to Std MM, |
_I Clazsify Eroieco_

Separation Distance

10.00 20.00
Dimenzian

shows the same graphically. The blue marked combination is by default the one with
the highest distance between the closest samples. By clicking on another dot in the
graph you are automatically navigated to the according feature combination in the
“Results List” and vice versa. Clicking the “Show Distance Matrix” @) button brings



up the distance matrix for the selected feature combination. You can use this to check
the distances of samples for all other classes to each other. This is useful, if you want
to find out if there is another feature combination which might separate other classes
better, allthough the best separation distance is lower. To update the current distance
matrix, you have to click “Show Distance Matrix” again.

“Apply to Classes” @ gives you a choice to select classes to which a nearest neighbor
classifier, whose feature space uses the currently selected feature combination, is to be
added. Note! all other already existing features or nearest neighbors in the classes will
remain. If you click on “Apply to Std.NN.” @), the current feature combination will be
used as the feature space for the standard nearest neighbor classifier. If you mark “Clas-
sify Project” @), your project will be classified automatically with the generated nearest
neighbor or the updated standard nearest neighbor classifier, when applying them.
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*.csv files will be created:

<prefix>_comb.csv and

<prefix>_matrix.csv. The first contains all feature combinations and in the first column
the one with the best seperation is indicated. The second file contains the distance ma-
trix for the best seperating feature combination as it is given when clicking on “Show
Distance Matrix” in the Feature Space Optimization dialog.



2D feature space plot

Comparing the attributes and the distribution of all image objects and samples in a two-
dimensional feature space

The 2D feature space plot displays the interrelation of two features in a 2D scatter
plot. Each image object of the project is included, and those assigned as samples are
highlighted. Using this view you can obtain information about the correlation of two
features.

Getting the spectral histogram of an image layer

Use the option ,, Tools > Layer Histograms® to obtain information about the distributi-
on of the spectral values within the different image layers. The blue marked slots indi-
cate significant values, while the red marked slots show values of relatively less frequent
occurrence.

Fast nearest neighbor classification by manual training: click and classify

Using the nearest neighbor as a classifier allows fast and easy classification results. The
nearest neighbor is superior to a combination of membership functions when it comes
to describing a multidimensional feature space. It automatically models multidimensi-
onal membership functions. Therefore, it is better to handle correlated as well as non-
continuous and non-Gaussian distributions in the feature space.

Training for the nearest neighbor is performed by labeled samples. Thus it is similar to
training areas using supervised classification in conventional pixel-based image analysis
systems. However, eCognition uses image objects and not only single pixels as training
areas. Class assignments of image objects are determined by their distance to sample
image objects in a predefined feature space. These samples need to be declared as typical
representatives of the respective class during the training of the system. In eCognition,
such typical representatives are referred to as sample objects.

Sample declaration and classification in iterative steps

The nearest neighbor classifier produces results very quickly and can be easily improved
by iterative steps. For training initially declare a small number of sample objects for
each class. However, try to cover the typical, different appearances of each class by the
choice of samples. Having done so, start the classification process (without the use of
class-related features). This first classification will yield many correctly classified image
objects, but also a number of unclassified and incorrectly classified ones.



In repeating steps, do the following to improve the classification quickly:

* Assign one or few typically wrong or not classified image objects as sample objects to
the right class. Be sure to select samples carefully.

* Repeat the classification.

You will notice that the classification result will improve from step to step. Repeat the
described steps, until you obtain a satisfactory result.

Sometimes the selection of a new sample object might change the classification result
significantly, causing more wrongly classified image objects of another class rather than
correcting the assignments of the class of concern. Do not worry and go on as before:
in subsequent steps, assign wrongly classified image objects, this time to other classes.
Continuing like that, you are differentiating the borders of the class distributions in the
feature space, describing even irregular or noncontinuous distributions.

You can use the Sample Editor to check the selected sample histograms for each class
and possible overlaps to other classes (of course, check the histograms of the features
that you used for the definition of your feature space). In the event that you have selec-
ted a wrong sample you can easily deselect it by double-clicking it another time. Under
“Samples > Delete all Samples” you can delete all samples, or under “Samples > Delete
Samples of Classes...” only the samples of a specific class.

Using the described technique, it is possible to quickly achieve a good classification
result. Starting with a few sample objects and adding further, necessary samples in
subsequent steps is a very efficient procedure. It is supported by the advantageous cha-
racteristics of the nearest neighbor classifier: it does not rely on a continuous, Gaussian
distribution and is able to detect even complexly shaped distributions in the feature
space exactly.

At the end you might have reached the limits of the chosen feature space. Further
assignment of samples does not result in significantly better differentiation and classi-
fication results. However, you can use the achieved knowledge base as a starting point
for further differentiation, using for instance contextual features in child classes in the
inheritance hierarchy.

As an example for a typical nearest neighbor classification, see the guided tour “LAND-

SAT TM subset of Orange County (California).”



Using fuzzy rules to formulate classification concepts

Fuzzy rules allow you to formulate criteria such as “all image objects darker than a cer-
tain value for brightness are shadow.”

Technically, a classification with the use of a fuzzy rule base is done by finding out
which combination of fuzzy features is suitable to distinguish one class from the others.
First you have to find out which features have a correlation with the desired output
class. (Use the feature view to get an insight in your data and detect a correlation
between the feature range and the desired classification output.) After that, insert the
respective feature into the class description and edit the membership function. As there
are many cases in which one single feature is not sufficient to fully describe a class, a
class description can contain a certain number of features along with their membership
functions. All these features can be combined by one or more logical expressions. The
whole condition will then be evaluated throughout the rule base and determine the
fuzzy classification result.

There is a very clear and transparent relationship between the parameters and the shape
of a membership function and the detailed evaluation of a membership function con-
cerning a specific image object in the dialog box “Image Object Information.” These
settings can easily be adapted to the needs of a classification. The use of a fuzzy rule
base therefore leads to transparent, adaptable and more objective classification results
than the use of the nearest neighbor, since the outcome of the classification does not
depend on the sample objects chosen. If there is one feature or a small number of fea-
tures which allow the clear separation of a class from all others, the fuzzy rule base is
therefore the best choice.

However, when using many features for the description of one class, the one-dimen-
sional membership functions available in eCognition are inferior to nearest neighbor,
since they cannot handle overlaps in the feature space as well as the nearest neighbor.
There is also another danger: especially in high-resolution data, classes can be very he-
terogeneous and therefore very difficult to describe. Finding class rules for them might
lead to a very complex and difficult to understand set of class rules, which are, in addi-
tion, likely to become unstable and highly specific.

Differentiating classes using contextual information
(class-related features)

As soon as an initial classification of image objects has been performed it is possible to
use class-related features for a further classification, coming up with a more differen-
tiated result including contextual information. Using class-related features means rela-
ting the classification of image objects to the classification of other, networked image
objects. Class-related features can only be inserted into class descriptions by means of
membership functions.



The sequence of classification cycles when using class-related features is always the
same:

1. a cycle “without class-related features,” coming up with an initial classification.
2. a cycle “with class-related features” which refer to the initial classification.

Thus, when no initial classification result is present, a non-class-related classification
will always be performed first automatically.

Remember the implicit logic of the inheritance hierarchy: a class is only applied for
classification when

1. it has no child classes that are applied and
2. all its contained features can be evaluated.

Class-related features are therefore best used in child classes (inheritance hierarchy).
Because a class is only applied to classification when all contained features are appli-
cable, a class will not be applied in an initial classification cycle “without class-related
features” when it contains class-related features.

In many cases it therefore makes sense to describe one class only by means of objects
features and pass on its class description to child classes. In the example given below
the class woodland has two subclasses, urban woodland and rural woodland, to differen-
tiate the class with regard to its contextual embedding. In the initial classification cycle
“without class-related features,” only woodland will be automatically applied for classi-
fication, as its contained features, and none of its child classes’, can be evaluated. In the
subsequent classification cycle “with class-related features” the classes urban woodland
and rural woodland can be applied. As they are child classes of woodland, woodland it-
self will not be applied any more.

The advantage of this concept is that in this case the spectral features are analyzed sepa-
rately from the contextual features. So if the input data and with it the spectral values
change, the classes addressing the spectral values can be adapted while the contextual
rules stay the same.

Note! If you want to relate features to the class woodland including urban wood-
land and rural woodland, urban woodland and rural woodland must be child classes
of woodland in the groups hierarchy, too.
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Using class-related features with nearest neighbor

When using a nearest neighbor classifier with class-related features for a class descripti-
on, samples for the appropriate class are needed. To avoid cyclic dependencies between
the classification and the samples, the class-related values of the samples always refer
to the last classification result without class-related features. If a classification result is
not yet present, a prior non-class-related classification is performed automatically. The
samples will take their values for class-related features of the last non-class-related clas-
sification result.

In order to keep classification results stable, non-deterministic classification results have
to be avoided. Classification results become non-deterministic if in the class hierarchy a
cyclic dependency is present. The simplest form of a cyclic dependency is the case that
a class description refers directly to the class itself:

® Contained
L~ Membership to Woodland General
Ly Inherited

woodland general

Note! the example above is only possible when using class-related features as mem-
bership functions. Keep in mind, that the classification result for this case will
change after each classification.

Indirect cyclic dependencies are more complex to handle and sometimes not easy to

detect. Mostly they occur when expressing similarities. In eCognition two basic forms
of similarity exist: physical similarities (feature “similarity to” and similarity by inheri-
tance) and semantic similarities (groups hierarchy). Thus, to prevent nondeterministic



classification results when using class-related features in nearest neighbor, several cons-
traints have been introduced:

it is not possible to use the feature “similarity to” of a class which is described by a
nearest neighbor with class-related features.

classes cannot inherit from classes which use a nearest neighbor that contains class-
related features. Only leaf classes in the inheritance class hierarchy can use class-re-

lated features in a nearest neighbor.

it is impossible to use class-related features which refer to classes in the same group

including the group class itself.

If you should violate one of the above constraints while creating a class hierarchy or
class description, you are informed and the desired operation is not executed.

Masking techniques

eCognition offers an effective and easy to handle masking technique using the fuzzy
rule base. In many cases some classes of a classification scheme are relatively simple

to describe, whereas others need more effort. When creating a class hierarchy it can

be useful to begin with the class descriptions of clearly distinguishable classes. These
classes mask the already classified areas. Using inverted similarity features an additi-
onal class covering all unmasked regions can be created. The class description of the
unmasked class can be inherited to child classes, allowing further differentiation. For
this purpose, features different from those used in the parent classes can be useful. This
procedure can be repeated, resulting in a hierarchical tree structure of classes in the
inheritance hierarchy. This structure contains easily distinguishable classes on higher le-
vels and passes on more complex classifications to levels further down in the hierarchy.

clazz b

T classc

() class e
@ class |



Start with classifying all image objects that belong to class 2. Then create a new class

to cover all the remaining unclassified image objects, for instance class 6. Insert the
inverted similarity “not class 4” into the class description. Create class ¢ as a child class
of class b. This way, the feature “not class a” will be inherited. Now the class description
of class ¢ can be edited for further differentiation. Repeat the described procedure by
introducing a further class d with the inverted similarity “not class 6.” The next child
class, class e, contains by inheritance the class description that it is not c/ass 2 and not
class c. This procedure can be repeated until there is no reason or there are no possibili-
ties for further differentiation using membership functions.

Instead of using similarities, the feature “classified as” can also be used in an inverted
way, specifying that all objects which are not classified as class a are to be class 6. The
difference between similarities and the “classified as” feature is that the “not classified
as” features are more rigid and do not make use of fuzzy logic — they sort of “freeze”
the classification.

As an example, an object with a low membership to class a (like 0.2) will be classified
as class b with a membership value of 0.8 if similarities are used. The image object
remains classified as class 2 when the “not classified as” feature is used in class b. The re-
ason is as follows. The inverted similarity to class @ will produce the opposite member-
ship value of the one for class a (i.e., 0.8), therefore, the object will be labeled as class

b. The expression “not classified as class @” used for class b will result in a membership
value of 0 because the membership value of 0.2 for class a was sufficient to classify the
object as class a.
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Creating customized features

The “Create Customized Feature” tool allows you to create your own features. It in-
cludes two different tools which enable you to create arithmetic on the one hand and
relational features on the other. All calculations are based on the existing features of
eCognition. Customized arithmetic or relational features cannot be included in other
customized features due to the resulting complexity. To open the “Create Customized

>

Features” dialog, select “Tools > Customize Features...” or click the respective button

2% in the menu bar.

Newly created features can be found in the “Insert Expression” dialog under “Custo-
mized.” To edit a customized feature, right-click the respective feature and select “Edit
Feature....” To delete the feature, select “Delete Feature.”



Arithmetic features

This tool (“Arithmetic”) supports the combining of features using basic arithmetic ope-
rations. This way new features can be created by combining existing ones. The newly
created features can be, e.g., simple ratios or sophisticated calculations. The “Feature
name” line @ contains the name of the new feature. It can be edited to create indivi-
dual feature names. The feature calculator below is divided into three parts. The top
window contains the actual calculation @, the number pad allows you to insert num-
bers and arithmetic operators @), while the right window contains the features @.
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to ensure that the feature makes

sense. Invalid operations such as division by 0 will result in an invalid value for this
newly created feature.

Examples for arithmetic features:

* All kinds of spectral indices (like NDVI)

* All kind of shape indices

* Normalized features (standard deviation in relation to object size)
* Relation of distance to class a to distance to class b

¢ Relation of border to class a to border to class b



Relational features

In the relational features register (,Relational®) you can create features which compare
an object's feature to the features of other objects. You can refer to surrounding objects
as well as to sub-objects, a super-object, sub-objects of a super-object or a complete
level. Furthermore, you can compare an object’s feature to either all surrounding (sub-,
super- ...) objects or to surrounding (sub-, super- ...) objects of a certain class.
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When creating a new feature, define the name in the “Feature name” line @. The
relational function determines what kind of relation is used. According to whether
surrounding objects @), sub-objects €), a super-object @), sub-objects of a super-object
© or the complete level @ are used, different relations as stated below can be selected
from the drop-down menu @. In the “Distance” input window @), the distance can be
defined. As mentioned above, distance refers either to the number of hierarchy levels
within the object hierarchy or to the distance within one level.

The “Feature Selection” window @) allows you to determine which feature to compare.
Simply click the desired feature and it will be inserted in the selection line below the
window. The “Class Selection” () contains all classes of the class hierarchy. Select a
class to which the relation is to be evaluated by clicking it. If the relation should not be

limited to a certain class, select “(no class)”.



Note! As with class-related features, the relations refer to the groups hierarchy.
This means that if a relation refers to one class, it automatically refers to all sub-
classes of this class in the groups hierarchy.

The kind of relations you can evaluate are given in the following.

Relations to “neighbors”, “super-objects”, “sub-objects of super-object”, “level” or “sub-
objects” target either directly adjacent objects or, when a distance is defined, all objects
within a certain radius or level. It is important to note that the values of each object are
weighted by the object size. The operations which can be performed are listed below.

* mean

¢ standard deviation

¢ mean difference

¢ mean absolut difference

* ratio

*  sum

¢ number

¢ mean difference to higher values

¢ mean difference to lower values

e portion to higher value area

e portion to lower value area

e portion to higher values

* portion to lower values

* mean absolute difference to neighbors

Examples for relational features:

*  Determining the position of an object with respect to the position of another
object of a certain class. (x position of an object compared to the x position of sur-
rounding objects of class a)

*  Determining objects which have a minimum distance within a certain surrounding
to a specified class, independent of their absolute distance (distance of an object
from class a compared to the distance of surrounding objects to this class)

¢ Comparing the direction of an object to the direction of surrounding objects of a
certain class.

Comparison of arithmetic and relational features
Arithmetic and relational features have in common that they can be created from exis-

ting features and classes by the user. The basic differences between the two are listed
below.



Arithmetic features:

¢ are calculations/combinations of existing features
e can combine different features
* apply to the single object

Relational features:

* represent a comparison of one object to its surrounding or sub-objects
* refer to only one feature
* refer to a group of objects

The handling of customized features becomes more flexible if you re-use already-cre-
ated customized features. For example, if you want to calculate the difference of two
channel ratios, you first create the ratios: Ratio 1/2 = <Mean CH1> / <Mean CH2>
and Ratio 3/4 = <Mean CH3> / <Mean CH4>. The difference is then calculated by

subtracting the customized features: <Ratio 1/2> - <Ratio 3/4>.

Information on Classification

During the process of generating and refining a class hierarchy, it is essential to always
know why and how an object is classified the way it is. Furthermore, it is also necessary
to know how an object would be classified when using class-related features. All this
information is provided by the image object information dialog. Another dialog which
helps to get necessary information to improve a classification result is the 2D feature
space plot. To display the objects* assignment to a certain class you can also use the
,Feature View" with the feature ,,Classification value of.“

Image object information dialog

The main tool used to review information about the classification is the image object
information dialog. This dialog is divided into three parts. “Features,” “Classification”
and “Class Evaluation.” The first part, which is explained in the chapter “Informa-
tion on Image Objects and Features,” is used both before and after the classification

to receive information about feature values of an object. The classification part gives
information about the current classification as well as the possible classification when
using class-related features. The class evaluation part gives detailed information about
the evaluation of one object for one class. Whenever an object is not classified the way
you expect, the first thing to do is to select it and take a look at the image object infor-
mation dialog.



Note! The values given in the image object information dialog are rounded either
to the second or fourth decimal place, in case of smaller values. So when using this
information it is necessary to keep in mind that a displayed value of 12.47 could as
well be 12.468. Therefore, beware of too narrow definitions of membership func-
tions.

The image object information dialog is opened by selecting “Toolbars & Dialogs >
Image Object Information” or by selecting the respective button | @ . Since it is often
very useful to compare information of different parts of the image object information
dialog, the dialog can be opened two times. There are two buttons [@ @ as well as
the two menu items to open the dialogs. To get information about an object, simply
click the object in the image view window. The information is then displayed in the
“Image Object Information” dialog. If the dialog is “Feature” mode, you can right click
in it and select the features to be displayed.

Object table

Alternatively you can use the Object Table gl to gain selective information on dedi-
cated objects. When using the Object Table the first time, you are asked to configure
it. To do so, you have to right-click in it and a configuration dialog comes up, called
Statistics. Within this dialog you can determine what kind of objects together with
what object features shall be displayed in the Object Table.

In difference to the Image Object Information dialogs, you can sort the objects by a
certain feature. If you do not select any features to be displayed in the table, at least
“Class” and “Membership” are displayed. If you know, that a certain class is defined

by certain value ranges for one or more features, you can sort the objects according to
these features. Then you can mark each object within this range and observe their lo-
cation in the image view. Please note: The Object Table is not available in the LDH
version of eCognition.

Classification

The classification part of the image object information gives information about the
current classification of an object as well as the possible classification when using class-
related features. The membership values of the current classification can be seen under
current classification. Note that only the three highest membership values are stored for
this dialog or analysis. The results for other possible class assignments are given under
yAlternative Assignment. To switch between membership values with and without
class-related features use the button B resp. ﬂl



Current classification

Under “Current Classification,” the classification and membership value for the best
class as well as the second and third best classes resulting from the current classification
are displayed. In contrast to the alternative assignment information, the current classifi-
cation information is not calculated on demand when opening the dialog box. The va-
lues of the “Current classification” will be kept until the next classification is performed
or one of the class descriptions is changed.

Alternative assignment

The window “Alternative Assignment” shows a list of the evaluations of all classes in
the current class hierarchy concerning the selected image object. The displayed mem-
bership values are calculated on demand when you select an object.

Class evaluation

This interface gives detailed information about the classification of the selected image
object. When you select an object, the values displayed are calculated on demand,
using the current class descriptions of all applicable classes. This enables easy access to
the evaluation of even complex class descriptions. At the same time, borders in feature
space which distinguish this class from another can be quantitatively ascertained.

At the top of the ,,Class it | Vaise|
Evaluation“ window, the Evaluation of Class: Urban Impervious 0.539
. ’ and [min) 1.000
membership value of the Density : 1.76 1.000
T . or [max) 1.000
selected class is dlsplaYEd n Rel. border ta Urban Impervious neighbor-objects : 08788 e 1.000
bold letters @.Beneath that, Area: 144.00 0.000
the memberShip values for Parent Class: Impervious General 0.539
. and [min) 0539
the expressions thems.elves as S A
well as the membership values Mean dessau_firti: wd=0.77 d=10.93 w=14.21
I f bi . Mean dessau_term tif: wd=0.76 d=6.37 w=8.40
resulting from a combination Riatin dessau_mir i wd=054 d=0.02 w=0.03
of expressions by operators Stdev deszau_mir tif: wd=0.09 d=0.33 w=3.78
. . Mean dessau_mirtif: wd=0.78 d=14.90 w=19.57
are given. Each expression of Riatin dessau_rir. if: wd=018 d=0.01 w=0.05

Stdev deszau_nir tif wd=0.51 d=2.34 w=4.56

the class is listed beneath its Mean dessau_nit if. wil=0.21 d=5 0 w=24.47

operator. To the right of the

expression, the objects feature

value for this expression is given. In the right column, the resulting membership value
for this expression is displayed for the respective classification mode @) that is selected
by the button B@ or m (without or with class-related features). If the selected class
has parent classes, the membership values for these classes are given as well @. No va-
lues in the column “Value” indicates that this feature is not applicable.



Use this tool to obtain information about objects which are classified incorrectly. Find
out why the classification was incorrect and amend the respective class description.
Another application is to verify the classification. In order to see how stable objects are
in their classification, select the respective objects and compare the membership values
of the first and second best classes. Low values or very similar values mean that the
class descriptions are not very well suited to separate the classes.

Note! The resulting membership values can differ from those given in the ,,Cur-
rent Classification“ window, as the calculation is done on demand when you select
the specific image object. Therefore, the ,Alternative Assignment* and also the
,Class Evaluation® windows show membership values, even if no classification has
so far been performed.

2D feature space plot

The 2D feature space plot is used to visualize two image layers simultaneously. As with
the “Feature View,” not only spectral information can be displayed, but all features
provided by eCognition.

This tool can be used to analyze the correlation of two features. If two features of a
class description correlate highly, one of them can be deleted. The 2D feature space
plot is also used for getting information about where an object or a group of objects is
situated in the feature space.

To use the 2D feature space plot, select “Tools > 2D Feature Space Plot...” from the
menu bar.

I T
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Unclassified image objects are displayed as small black crosses, classified image objects
as small crosses colored according to the class color. Objects assigned as samples are
displayed as circles colored in the class color. If samples are already present, you can
navigate to their location in the image the same way as in the sample editor: switch on
the sample navigation and click on the desired sample in the 2D feature space plot @.

In the “Level” box, @ you can select the image object level used to create the feature
space plot.

You can as well limit the display to a certain set of classes. To do this, open the selec-
tion menu by clicking on the “Select classes” button €. In the selection menu you can
choose which classes to display in the 2D feature space plot.

To select the features assigned to the x- and y-axis, click the “Feature x-axis” € or
“Feature y-axis” @ buttons and select a feature.



Image Object Generation lI: Classification-based
Segmentation/Refinement

Typically, the initial image object levels in eCognition are created through multiresolu-
tion segmentation. As this method is entirely based on relatively general homogeneity
criteria, the resulting image objects are better described as image object primitives.
They become more meaningful image objects as soon as they are classified. In many
cases, image objects of interest are not necessarily homogeneous. Classification-based
segmentation is a method to extract or refine image objects following a more complex
knowledge base. It is based on the classification of already existing image objects and
the structure groups edited in the class hierarchy.

In addition, classification-based segmentation suits another purpose: Since different
types of information are sometimes represented on different scales, different features
can be classified best on different levels in the image object hierarchy. By using classifi-
cation-based object generation, the classification results and especially the shapes of the
image objects of interest on different image object levels can be rejoined into one image
object level.

eCognition provides three different methods of classification-based segmentation: Clas-
sification-based fusion of image objects, border optimization and image object extrac-
tion. All three methods are performed in two steps:

1. Definition of structure groups
2. Object generation

Definition of structure groups

The definition of structure groups serves to create image objects based on the classifica-
tion of existing image object primitives by means of a classification-based segmentation
process. Structure groups are defined by the user. By editing structure groups you defi-
ne how the classification-based segmentation will be performed. All classes within one
structure group are treated as fitting to each other, even if they represent very different
class descriptions. Classes in different structure groups are treated as not suited to each
other. This plays a particular role for the refinement of image objects.

To edit structure groups, change to the “Structure” register tab in the “Class hierarchy”
editor or select the menu item “Segmentation > Edit Structure Groups....” In addition,
the “Structure” register is opened automatically when opening the “Classification-based
Segmentation” dialog.



You can edit the structure groups similar

to the way you edit the inheritance and

groups hierarchy:

Mew Structure Group o
* To define new structure groups, left- Stucture Group 1

{2 ClassB

click a class and, while depressing the
mouse button, drag it over the term
“New Structure Group” @ .

L. 4| bl Inheritance Groups » Structure
* To add a class to an existing structure

group, do as described above, dragging
the class over the desired group.

* To remove a class from a structure group, drag it back to the “Available Classes.”

Object generation

To start classification-based segmentation, open the respective dialog by choosing the
menu item “Segmentation > Classification-based Segmentation...” or click &% in the
tool bar. For classification-based segmentation, there are four different possible opera-
tions, which can be selected by checking the respective boxes @ to @.

To define on which level to per- Classification-bazed Segmentation EHE

form the operation, select and T i
click the level to be used @. To

define whether or not a loaded

ertire scene

X pixel level
thematic layer should be taken

into account, select it in the re-
levant window @. If a thematic
layer is considered, the borders of

the thematic layers limit the size

of the ObjCCtS reSUltiﬂg from clas- All operations are related to the defirition of

sification-based segmentation A structure groups in the class hierarchy

. . Select operation
thematic layer will be used for the - -
. . *+ Create new level merging image objects in selected level
process of classification-based seg-
mentation if it is hlghllghted To Merge image objects in selected level
activate or dcactivate a thematic Border aptimization of selected [eve]
layer, slmply click it. If it is not Erfractimage objects on selected eve]

possible to consider the thematic

layer, its name will be displayed in Lonsl

brackets.



Classification-based fusion of image objects

Features in an image are often represented by more than one image object of the same

classification. By merging them you will get a new meaningful image object which

truly represents the feature and not just a part of it. You can either create a new image

object level in which the objects are merged @ or merge them in the same level @. In

the latter case former image objects will be lost. Which objects to merge is defined in

the structure groups. In the fusion process all neighboring image objects that are assig-

ned to classes organized in the same structure group will be merged.

Example:

To merge the image objects correctly, a new structure group
has to be defined consisting of all the classes representing a
house. After classification-based fusion, neighboring objects
of these classes will be merged into individual objects, re-
gardless of their original color.

Several image objects represent a house. All these objects are
correctly assigned to the class Roof (Red) and belong to the
semantic group Building. But you actually want the house to
be represented by one meaningful image object.

= Hew Structure Group
= Stucture Group 1

@ Building

Start the segmentation by clicking “OK.”

After classification-based fusion, houses are represented by
one meaningful image object. For another example see
Guided Tours > Analysis of the degree of urban impervious

surface.



Classification-based refinement of image objects

Classification-based fusion of image objects only utilizes information from the image
object level on which the objects are to be merged. Classification-based refinement
techniques, on the other hand, use information from two image object levels, which
must be situated directly above one another. This leads to the creation of new image
objects on the more coarsely resolved (upper) image object level. The two different
image object levels are brought into relationship with each other so that structures em-
bodied at different resolutions are projected onto one single image object level. Due to
this fact, the classification-based refinement techniques are a very interesting feature of
eCognition.

Border optimization of a selected level €):

This method makes it possible to optimize the border of image objects on a selected
level. Due to the fact that different degrees of resolution yield different information,
there will always be image objects which do not correctly represent a feature in an
image.

Example:

This image demonstrates two problems to which border
optimization can be applied. The present segmentation
represents houses quite well, but is not suitable for smaller
features with less contrast. This is why you can find an
image object assigned to the class Zrees (rendered dark green)
that covers part of the road and the roof. Border optimiza-
tion can now be used to correct the borders of such image
objects.

This is the same image segmented using a smaller scale pa-
rameter. Using this resolution, features like roads or single
bushes are represented much better at this lower level. These
features can be classified better here than on the coarser
level. The part of the roof that was incorrectly assigned to
Trees in the higher level is now classified as House (rendered
red). The parts of the road in question are now assigned to
the class Road (rendered white) instead of Trees as in the

higher level.



= MNew Structure Group
= Shucture Group 1

@ Buiding

@ Foof Red)

Look at the definition of the structure groups shown

here. Structure group 1 contains the classes representing
buildings of image object levels one and two. The same

applies to roads in structure group 2, with Road as a class "". 200: {g;eyd] ]
Ra i A B ok [Shadow
of the lower level and the other classes being part of the @ House

higher level. = Stucture Group 2
To start border optimization, enable it by checking the 7. @ vard [Fed)
appropriate item @), choose the appropriate hierarchy D Vard/Road (Grey)

----- @@ vard/Road (Shadow)

level @ and start the segmentation process by clicking
“OK.”

As a result, the borders of the image objects on the coarser
resolution image object level have been changed using the
classified level of sub-objects. During the process sub-objects
were added to the neighboring super-objects of level two, if
both belonged to classes within the same structure group.

On the one hand, the result is an image object level with more meaningful image ob-
jects and, on the other, information which is best provided by different resolutions has
been transferred to one image object level. For further details see Concepts and Me-
thods > Classification-based shape correction of image objects.

Extraction of image objects on a selected level €):

While classification-based border optimization is best used for the shape correction of
image objects, the “Extract image objects on selected level” method serves two purpo-
ses: on the one hand it works similarly to border optimization, but includes objects

in the middle of super-objects as well as on the border. On the other hand it makes

it possible to combine the structures of two different resolutions in one single image
object level.



Example:

Hrhan {Jowerievel)

The two images above show a Landsat TM subset. They belong to the same image
object level. The main structures visible are rural and urban areas. Note that the rural
areas are very well represented by the image objects. This means that the resolution
of this image object level represents rural structures to a satisfying extent. The urban
structures, however, would be represented in more detail if a finer object resolution
were applied.

Hrhan (upper favel)

The resolution displayed above represents urban structures that will yield a more de-
tailed classification. The displayed class, urban (lower level), can now be easily differen-
tiated for different types of urban features. However, the resolution is much too fine
for the representation of rural structures. It would be ideal to have both resolutions
projected onto one image object level. This can be achieved using eCognition’s image
object extraction technique.

Again, the first thing to do is to define i m MNew Struct
Structure Gro

@ uban [lov

Structure Gro

structure groups.




Since the new image object level is supposed to contain rural structures of the higher
level and urban structures of the lower level, you have to apply the extraction of image
objects of the lower level to the higher level. The rural classes are not included in the
design of the structure groups; they remain the way they are in the higher level. The
urban classes are separated into two different structure groups. Since the objects of
urban (lower level) are not of the same structure group as the ones of urban (upper
level), they will all be extracted from their super-objects and their borders will appear in
the newly generated level.

After the structure groups have been defined, enable the image object extraction by

checking the appropriate button @, select the higher level in the “Level” field @ and

click “OK” to start the process of image object extraction.

Fisia! ke Jev ol

urhait (fower level)

After image object extraction has finished, both coarser rural and finer urban structures
are represented in the same image object level. More detailed urban classes can now

be applied. For further details, see Concepts & Methods > Extract image objects on
selected level.

Classification-based multi-resolution segmentation

Applying a classification based multi-resolution segmentation can be seen as a selecti-
ve or local segmentation. When segmenting in this mode, you perform the common
multiresoltion segmention only on objects belonging to the structure groups you have
created; all other objects remain untouched. This leads to a new segmentation level,
wherein objects of different segmentation parameters coexist. You can either perform a
classification-based sub- or super-segmentation - both are analogous to normal multi-
resolution segmentation except that only dedicated objects are affected.

As with other classification-based operations, you first have to define structure groups
(see above). Then you choose the multiresolution segmentation dialog with the seg-
mentation parameters of your choice and select a new level €. After this you switch on



the “Classification-Based” check box @. Depending on already-existing segmentation
levels you can either refer to the classification of the level above or below €.

Multiresolution Segmentation i

21
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Note! if the level you refer to is not classified, it will only be copied into the new

level.

Multi-resolution segmentation will only be applied to the determined structure groups:

Class Hierarchy |

Available Classes
nak water

= New Structure Group
= Skruckure Group 1

Groups

4 | >| Inheritance

Structure




before classification-based segmentation after classification-based segmentation

Classification-based object cut

With the introduction of skeletons it

is possible to refine the objects‘ shapes
according to their inner geometrical
structure. In more detail: it is possible
to cut-off outer parts of image objects,
which consequently leads to a less com-
plex geometry of the objects. Especially
for man-made objects theoretically a
less complex geometry is typical. But in
several cases the shape of the generated
image objects is inconvenient due to the
spectral properties of the image or the
objects. In the example below, parts of a

river network are shown. Because of their
semantic similarity of being waterbodies,
all neighboring river objects were merged. Regarding the skeleton of this object, the
mainline would represent the main stream of the river network, while the longer bran-
ches represent the inflows.

Once classified as waterbodies, these objects can be enhanced by cutting off all branches
of a certain degree. Choose the appropriate dialog from the menu “Segmentation >
Classification-based object cut ...” or click the &l button.

Press the ,,Select classes“ button @) to select the class(es) to be affected by the cut. You
can also use all defined structure groups by checking the appropriate check box @.



By entering the “Cut-off degree” €) you determine the Auto Cut Parameters HE
branch order(s) to be cut off. The “Cut” button €) exe-

— Cut parameters

ct}tes t.he cut .and creates several smaller and one remai- ol ID— -
ning river object.

—Claszes
Switching the “Cut-off degree” to 0 will cut off all bran- @ Wasbodes

ches; only the main lines remain:

If the object is very narrow, it is cut also along the main-
line in a way that only objects with a branch order of 0

(mainline) will be created.

g 7
D_ Use Stucture Groups
LCut o Cancel

Note! Depending on the number of objects and their complexity an automated
object cut can be extremely time consuming. For these cases we recommend redu-
ceing the objects’ complexity by cutting them by hand into several smaller ones at
convenient locations before performing an automated cut. Another way to avoid
too complex objects is to increase the polygons’ thresholds, when creating them.
Canceling the automated cutting process leads to an incomplete result, which is
irreversible.



Accuracy Assessment and Statistics

eCognition provides accuracy assessment methods serving different purposes. These
tools produce statistical and graphical outputs which can be used to check the qua-
lity of the classification results. The tables from the statistical results can be saved in
comma-separated ASCII *.txt files. The graphical results can be exported in their cur-
rent view settings as several raster files.

In addition, eCognition provides a powerful statistics tool with basic GIS functionality.
These tables can also be saved as ASCII *.txt file with comma-separated columns.

The Accuracy Assessment dialog box

Open the “Accuracy Assessment” dia- Accuracy Assessment [2]x]
log by selecting the menu item “Tools e g
> Accuracy Assessment...” from the [F etz e )
main application menu bar.
r— Statistic type
A project can contain different clas- [ Classification Stabilty [~
sifications on different image object =
levels. Specify the image object level — ; ————

of interest by using the “Image Object

@ Fural

»
Level drop—down menu. ) Agriculure

In the “Classes” window all classes
and their inheritance structure are
displayed. To select the classes you
want to assess, click the button “Select e |

Classes” and make a new selection in

— Save filename

the following dialog box. By default

accuracy

all available classes are selected. You

can deselect classes by a double-click S il | E e | i

in the right frame.

In the “Statistic Type” drop-down menu, select a method of accuracy assessment.
eCognition offers the following four methods, which are discussed below.

* Classification Stability
¢ Best Classification Result

¢ Error Matrix based on TTA Mask
¢ Error Matrix based on Samples



To view the accuracy assessment results, click “Show Statistics.”

To export the statistical output to a text file, click “Save Statistics” in the respective
dialog. You can enter a file name of your choice, the extension *.txt is attached auto-
matically.

Classification stability

Select “Classification Stability” from the “Statistic Type” box and click “Show Statis-
tics.”

Due to eCognition’s fuzzy
classification concept, an
image object has a member-
ship degree to more than

one class (see also “Concepts
& Methods” for further
reading). With this tool you
can explore the differences in
degrees of membership bet-
ween the best and the second
best class assignments of each
object, which can give evi-
dence about the ambiguity of
an object’s classification. The
graphical output can be dis-
played by selecting “Classifi-
cation Stability” in the “View
Settings” dialog. The value

is displayed for each image object in a range from dark green (1.0, nonambiguous) to
red (0.0, absolutely ambiguous). Move the mouse over an image object to get the exact
difference between the best and second-best class assignment via tool tip.

The statistical output displays, in terms of class, the basic statistical operations perfor-
med on the differences between 1

1 Classification Stability

_Objects | Mean | StdDew | Minimum | Maximum
051 029 1

the best and second best degrees of

membership. Impervious Surface 86 0.003z2
water 14 0449 0133 000558 0652
Rural 430 047 0266 000211 7
. griculture 392 0347 0239 00ME3 1
For an example see the guided tour Forest 3 0209 0197 000345 0839

“Landsat TM subset of Orange
County”: Checking classification
stability.

)




Best classification result

Select “Best Classification Result” from the “Statistic Type” box and click “Show Stati-
. »
stics.

This tool generates a graphical and statistical output of the best classification results

for the image objects of a selected level. Due to eCognition’s fuzzy classification con-
cept, an image object has memberships in more than one class (see also “Concepts &
Methods” for further reading). The classification with the highest assignment value is

taken as the best classification result.

To display the object’s best
classification result graphi-
cally, select “Best Classifi-
cation Result” in the “View
Settings” dialog. The highest
membership value is dis-
played for each image object
in a color range from dark
green (1.0 maximum degree
of membership) to red (0.0
no membership). The precise
value of degree of member-
ship and the assigned class
are shown via tool tip, if you
move the mouse above the
image object of interest in
the main view window.

The “reduce” and “expand” commands refer to the abbreviated or written out subjects
of the columns in the “Best Classification Result” dialog.

In the statistical output the best classification result is evaluated per class. Basic statis-
tical operations are performed on

i Best Classification Result

the best degrees of membership

. . Dbects | Mean| SidDev] Hiimum] M.
of the image objects for each class Impervious Surfsce 85 0804 0275 0104 1

ber of bi i ater 14 08% 02M 0% 1
(number o 1mage objects, mean, Fural 430 057 0245 0101 1
sundad devaion, mininum (o 38 359 82 A%

value and maximum value). Thus
it is possible to evaluate how the

objects of a class fulfill the class

description.



See the guided tour “Landsat TM subset of Orange County”: Check the best classifica-
tion result” for an example.

Error matrix based on TTA mask

This method uses test areas as a reference for classification quality. Test areas can be
generated outside eCognition and imported into an eCognition project by means of a
TTA mask to compare the classification with ground truth based on pixels.

The TTA mask has to be created or imported first. To create a TTA mask from sample
objects, select “Samples > Create TTA Mask from Samples.” In the dialog choose the
appropriate level from which you want to create the TTA mask — usually the same on
which you want to perform the accuracy assessment. If you want to perform the ac-
curacy assessment based only on your sample objects, you do not need to load a TTA
mask.

If you want to compare your classification result with an externally created TTA mask
you must load it first. The respective dialog is opened via the menu item “Samples >
Load TTA Mask....” If necessary assign the classes of the TTA mask to appropriate clas-
ses in your project: select “Samples > Edit Conversion Table.” In the left column of the
dialog the classes of the TTA mask are displayed. By right-clicking on one of them you
can choose to which class of your project you want to assign the selected class.

After the TTA mask has been loaded, it will be displayed in the main view window.

After the TTA mask has been imported into the project and its classes have been lin-
ked to the respective classes in your class hierarchy, select “Error Matrix based on TTA
Mask” from the “Statistic Type” box and click “Show Statistics.”

The statistical output is presented as a confusion matrix with several accuracy measures.
The first column of the confusion matrix shows the classes you want to assess (user’s
classes). In the following columns, the numbers of pixels covered by the TTA mask
(reference classification) for each class are displayed. The sum for each class in the TTA
mask (reference classification) is shown in the last row. Accordingly, the last column
shows the sum of all pixels classified by the classification you want to assess. As one

can see, there are differences between the appropriate sums. They can be explained by
looking at the matrix, which gives evidence of the quality of the classification compared
to the TTA mask: Regarding the class Rural there are 6636 pixels covered by the rural
areas of the TTA mask. 6414 of those were classified as Rural, 222 have been classified
as Impervious Surface. This results in a producer’s accuracy of 0.967. On the other side
6846 pixels are classified as Rural. Thereof 6414 pixels are also assigned Rural in the
TTA mask, but 432 pixels are classified as Agriculture. Therefore, the user’s accuracy



is 0.937. As a rule : Eror Matrix based on TTA Mask (21>
of thumb, no zeros

. User b Reference C@ﬂperwous Surlace‘ Waterl Fiural ‘ Agricu\tule‘ Forestl Sum
ShOLlld occur 1n the Confusion Matrix
l ft b Impervious Suface 1780 o 222 0 o 1972
top-left-bottom- v ater i 4280 0 i i 4280
ioht di LI Fuural 0 0 G414 432 0 5246
right diagonal. In Bgriculture 1] 0 0 i 1321 132
Farest 0 0 0 2164 4396 7160
the example, howe- unclassified 0 00 0 00
ver, this is the case Sum 1750 4280 BG3E 2596 6317
for the class Agri- Accuracy
. Producer 1 1 0867 0 079
culture. Obviously User 0.887 1 0337 0 0.6
. . Hellden 034 1 091 0 0.741
this class is hardly Short n'8e7 1 037 o 0589
Kl Per Class 1 1 0951 00852 0657
separable from TS
Overall Accuracy 0.808
Rural and Forest. ik fi7d5
For further reading i |
about the interpre-
i reduce ¥

tation of confusion

matrices see “Con-
cepts & Methods” or consult standard literature such as Lillesand & Kiefer.

Based upon the confusion matrix the dialog shows several accuracy measurers for each
class and two overall measures. They are explained in detail in “Concepts & Methods.”
All of them have a range of value between 0 and 1 except the KIA (Kappa Index of
Agreement). This measure can also have negative values. As a rule of thumb, you can
say the closer these values are to 1, the better the classification (i.e., the higher the ac-
curacy) of this class.

See also the guided tour “Landsat TM subset of Orange County”: Compare the test
areas with classification for an example.

Error matrix based on samples

Select “Error Matrix based on Samples” from the “Statistic Type” box and click “Show
Statistics.”

This tool is similar to the “Error Matrix based on TTA Mask,” but considers samples
(not pixels) derived from manual sample inputs. Note that it clearly does not make
sense to use the same sample objects for accuracy assessment as you used for the nearest
neighbor classification, since they have been assigned to the correct classes anyway.
Delete these samples and declare new sample objects for the calculation of the error
matrix.

The resulting error matrix is interpreted in the same way as the confusion matrix based
on a TTA mask, but the match between the sample objects and the classification is
expressed in parts of class samples. Have a look at the error matrix above: The first



+ Error Matrix bazed on Samples FHE

Clazs | Samples |_Impervious Surface| W'ater| Rural | Agnculture| Forest| unclazzified
Impervious Surface 12 0.833 1] 1] 1] o 0167

' ater 3 1] 1 1] 1] 1] 1]

Rural g 1] 1] 0125 075 0125 0
Agriculture E 1] 1] 1 1] o 1]

Faorest 8 0 1] 0 0125 0875 0

" reduce % expand

column shows the class names of the sample objects. The second column shows the
number of samples taken for the respective class. Regarding the class Rural, there are
eight sample object assigned to Rural. 1448 (0.125) of them (one sample object) is assi-
gned to Rural by the classification, while 6%8 (0.75) — which corresponds to six sample
objects — have been classified as Agriculture. 1448 (0.125), which corresponds to one
sample object, has been classified as Forest.

A value of 1 means that all sample objects of a class are assigned to this class; a value
of 0 means none of the class’s sample objects have been assigned to it. In the example
above, all sample objects of Water and Impervious Surface are also classified accordingly.

For an example of how to create a Training and Test Areas Mask, see the guided tour
“Landsat TM subset of Orange County”: Declaring sample objects.

Statistics

To open eCognition’s statistics tool, select the menu item ,, Tools > Statistics...“ This
powerful tool enables you to perform a variety of basic statistical operations class by
class at any image object level and with any feature provided, including your own cus-
tomized features. It also enables you to evaluate the mean degrees of membership of
the classes® objects, which can give evidence of the overall ambiguity of a class. This is
useful for evaluating a fuzzy accuracy assessment.

The image object level on which to perform the statistics can be selected in the drop-

down menu ,,Image Object Level“ @.

Select the statistics type in the “Statistic type” menu @. It is possible to produce stati-
stics based on all the classes that are selected (“By Classes”) or on each single object of

the selected classes (“All Objects”).

The “Classes” @) field displays those classes for which statistics are to be calculated. To
edit the selection, click the button “Select Classes” €).

To make a feature selection, click the button “Select Features” @. This will open a
dialog in which you choose the features on which the statistics are to be performed.
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For each class the sum of the specified feature values of all
image objects assigned to this class is calculated.

For each class the proportion of the sum of the specified fea-
ture values compared to the sum of this feature values for all
selected classes is calculated.

For each class the mean value of the specified feature values of
all image objects assigned to this class is calculated.

For each class the standard deviation of the specified feature
values of all image objects assigned to this class is calculated.

For each class the range (max-min) of the specified feature va-

lues of all image objects assigned to this class is calculated.

The relative number is the number of objects of the specific
class, divided by the total number of objects.

To view the statistics, click the button ,,Show Statistics.“ The statistical output is pre-

sented in a table.



If for a feature no value is available, a line (--) is shown. Values exceeding three digits

are shown in exponential format.

Note! Select at least one operation, otherwise the selected features will not be

added to the table.

To save the statistics to a file, click the button “Save Statistics.” The matrix is exported

as a text file; commas separate the columns.

! Feature Statistics [2]x]

Classz | Objects | Sum: Areal Mean: Areal StdDiew: Areal Mir: Aleal Maw: Area |
Impervious Suface 161 20e+lDd 125 116 a 581

' ater 21 9.96e+003 474 637 13 2e+003

Rural ral 227e+005 315 248 15 317e+003
Agriculture 38 2.73e+004 273 252 29 1.41e+003
Farest 307 7.50e+004 246 193 22 1.37e+003

" reduce (% expand

See the guided tour “Analysis of the degree of urban impervious surface”: Analyzing the

classification result” as an example.

Image layer histograms

To view pixel value histograms of the sin-
gle image channels, choose , Tools > Layer
Histograms ...“ and navigate through all
available image layers. This tool additionally
provides information on the mean value
and standard deviation of the image layer.
The blue slots indicate areas of significant
values, while the red slots mark areas of
lower occurrence.

Image Layer Histograms 1 2lx|
Layer
[ 4| r deszau_mir.bmp
56e3
4.00 5175 93950 147 .25 185.00

Mear:B4.93 Std.Dev.:19.85




Automation of Operations

To automate part of your workflow, eCognition allows you to record, execute and edit
protocols. These protocols can be used to automatically run a user defined analysis

on more than one project. Once you have created a stable sequence for handling one
image, this can be transferred to other images.

A protocol consists of one or more operations which can be executed all at once or step

by step.

The protocol tool bar

In the “Toolbars & Dialogs” menu you can select
to display the protocol tool bar. This tool bar | =0 | !

allows you to start the basic protocol functions.
Furthermore, all operations can be started from
the menu bar or the context menu, which is opened with a right-click at the protocol
editor.

Recording protocols

Select “Protocol > Open Protocol Edi- Protocol Editor =]
| Operation [Level [ Parameters ]

tor...” from the menu bar or click the
icon to open the “Protocol Editor”
dialog. To record a new protocol, se-
lect “Protocol > Start Recording” from = Load Protocol...

the “Protocol Editor” dialog box or
right-click and choose “Record
New” from the context menu.

Major operational steps are now auto-
matically recorded.

The recorded operations, the level at

which they are recorded, and the para-
meters are displayed in the “Protocol Editor” window. To stop recording, select “Proto-
col > Stop Recording” or right-click and choose “Stop Recording.”



To continue recording, select “Protocol > Start Recording” or right-click and choose
“Start Recording” from the context menu. To save a protocol choose “Protocol > Save

Protocol” or right-click and choose “Save Protocol.”

Note! The following operations are recorded:

“Segmentation > Multiresolution Segmentation...”

“Segmentation > Classification-based Segmentation...”

“Segmentation > Delete Level...”
“Analysis > Load Class Hierarchy...”
“Analysis > Classify...”

“Polygons > Create Polygons”

“Export > Export Image Objects...”

“Export > Export Classification...”
* “Export > Export Current View...”

Executing protocols

To load a protocol, select “Protocol > Load Protocol” from either the “Protocol Editor”
dialog box or the context menu.

Note! Protocols are not saved as part of the project. They are only temporarily
available after recording or after loading. Thus, parametrized features such as
,Distance to line“ have to be updated in the project before executing the protocol,
because they still contain the values relevant for the original project for which the
protocol was created.

Protocol Editor [=]

[Level | Parameters |

To execute a protocol, choose “Protocol >

mj”‘

Exenute stepwise

Execute Protocol” from the protocol editor o

oad Class Hi
dialog box or right-click and choose “Exe- M Clsssfication
cute” from the context menu. A protocol

E Execute from Cursor

oo | Start Recording
cannot be executed while in the recording

Delete Operation

phase; the recording has to be stopped Edt Opsration

Load Protocal...

prior to executing the protocol.

o Bl

ave Protocol. .

5
Clear Protocol

To execute a protocol stepwise, you first
have to select an operation from which to
start the stepwise execution by highlighting




it. Then choose “Protocol > Execute stepwise” or click the icon J§] or right-click and

choose “Execute stepwise.”

The function “Execute from Cursor” allows you to execute a protocol from the high-

lighted operation. To execute a protocol from the cursor position, highlight the opera-
tion from which you wish to start and select “Execute from Cursor” or right-click and
select “Execute from Cursor.”

To execute a protocol for a new project, the following prerequisites have to be fulfilled:

e the number of channels used for multiresolution segmentation must be identical to
that in the project used for recording the protocol.

¢ the number of image object levels has to correspond to those of the project used
for recording the protocol.

Note! When using aliases for multiresolution segmentation, the alias names of the
recorded and executing project must be identical. Choose ,,Project > Assign layer
alias“ from the menu bar to assign appropriate aliases to your layers

Editing protocols

After you have recorded a protocol, you can

. . ] i Level Iz {
also edit or delete single steps of the protocol. E?;;:mml LZCZH‘ 00 Zi’;_mll

R i A tnmon e e

To modify the parameters of any entry, doub-
le-click the item or right-click it and select

Segmentatior S

xecute stepuise

ecube from Cursor

“Edit Operation.” You can then insert new

Skart Recording

parameters for this operation. ot Operation
. . . = Load Protacol...

The dialog opens with the settings as defined S

by the protocol. They can be changed within e rozocol

the dialog. To accept the new settings, execute
the operation (for example click “Start” after
changing the segmentation settings). The

operation will not be executed; the protocol
is merely modified. The modified protocol can now be executed; furthermore you can
save it under a new name and apply it to different images.



Manual Editing of Image Objects

eCognition provides two modules for manually editing image objects: The manual
fusion tool is used to manually merge selected, neighboring objects. The manual classi-
fication tool enables easy class assignment of selected objects. Both tools can be used to
correct the result of an eCognition analysis and to bring it into a final form.

Note! Both manual object fusion and manual classification operate on the current
image object level only.

Selecting objects to fuse or classify

To select the objects to fuse or classify by hand you have three possibilities: you can
select them individually by switching on the “Default Selection Mode” M Besides,
you can select several objects at once along a line by switching to the “Line Selection”
&I mode. In this mode all object which are hit by the line you draw, will be selected.
To select objects within an area, you can either switch to the “Polygon Selection” ﬁl
mode or to the “Rectangular Selection” EI mode. If you are in line or polygon/rec-
tangular mode, you have to define the line or area in an image view window to select
the respectieve objects.

Manual object fusion

This tool allows you to manually modify the object hierarchy. If you want to merge
neighboring objects into a new single object, you first have to choose “Input Mode >
Manual Object Fusion” from the menu bar or choose “Manual Object Fusion” from
the “Input Mode” combo box to activate the “Manual Object Fusion” input mode.

Select all objects you want to combine with a single mouse-click. A second mouse-
click will deselect an object. Selected objects are displayed in the manual object fusion
selection color. The default setting is yellow. Objects which cannot be merged with the
already selected ones are displayed in the overall selection color, which is red by default.
Both colors can be changed under “View > Edit Highlight Colors.”

Note! Due to the hierarchical organization of the image objects, an object cannot
have two super-objects. This also limits the possibilities for manual object fusion,
since two neighboring objects cannot be merged, if they belong to two different
super-objects.



To clear the selection result, click the “Clear Selection for Manual Object Fusion” but-
ton or deselect single objects with a single mouse-click.

To merge selected objects, click the “Merge selected Objects” button @ from the
“Manual Object Fusion” tool bar.

To deactivate the “Manual Object Fusion” input mode, choose “Input Mode > None”
from the menu bar or choose “Input off” from the “Input Mode” combo box.

Manual classification
Manual classification can be used for the following purposes:

* manual correction of previous classification results (incl. classification of previously
unclassified objects)

* classification without knowledge base (in case the creation of an appropriate know-
ledge base is more time- and labor-consuming), using the initial segmentation run for
automated digitizing

Note! By means of nearest neighbor classification eCognition provides a very easy
method for quick interactive classification. Unlike knowledge-based classifica-
tion, manual classification does not build up decision rules for additional class
assignment. When using both manual and knowledge-based assignments for one
class, manual classification has the highest priority and determines the assignment
result.

To perform a manual classification, choose “Input Mode > Manual Classification” from
the menu bar or choose “Input Manual Classification” from the “Input Mode” combo
box to activate the manual classification input mode.

In the “Class Hierarchy” window select the class you want to manually assign objects
to.

Objects can now be manually classified by a single mouse-click. As soon as the object is
classified, it appears in the previously defined pertinent class color.

If no class is selected, a mouse-click will delete the previous class assignment.

Note! An important precondition for manual classification of objects is the exis-
tence of a class hierarchy within the currently opened project.
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To undo a manual classification, simply click the object a second time.

To delete the manual classification results, choose “Classification > Delete Classificati-

»

on.

In the resulting dialog, select the classification type “Manual” to delete only the manual
class assignments @).

. Delete Classification
Note! Since manual

classification over-
writes the previous

class assignment, the
deletion of manual

classification results . Solectcass )

in unclassified ob- r Y e —
jects,

) class 3

pixel level
To delete the manual

classification for selected
classes, click the button
“Select class” @ and select
one or more classes. Your
selection will be displayed
in the left window. In the
right window you can

select the level on which
you want to remove the
manual classification of objects.

Press “Delete” to delete the classification according to the previously selected setting.

Press “Cancel” to quit the “Delete Classification” dialog.

To deactivate the manual classification input mode, choose “Input Mode > None” from
the menu bar or choose “Input off” from the “Input Mode” combo box.



Manual object cut
Objects can be cut manually cut by choosing the appropriate input mode.

Objects can only be cut along a straight line defined by two points on the object’s
outer border. Depending on the object’s shape, the cut line can cross the object’s out-
line several times. Or two or more new objects will be created. To cut an object select
the appropriate input mode and click on the object of concern. Than you can draw the
cut line. Note that the end point of the cut line will always remain on the outer line of

the object.
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6 USER INTERFACE

Overview

In this section of the user guide you will find detailed descriptions of the user interface.
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Create new Project
Start a new project and load
image layers and thematic layers.

Open Project
Open an existing project.

Save Project
Save project to disk.

User Information

Open the user information
dialog.

Message Console

Open the “Message Console
Dialog”.

Multiresolution Segmentation
Open the “Multiresolution Seg-
mentation” dialog and invoke
segmentation.

Classification-based
Segmentation

Open the “Classification-based
Segmentation” dialog and invoke
segmentation.

Delete Level

Delete a level of the image ob-
ject hierarchy.

Create/Modify Polygons
Create polygon outlines for
image objects.

Delete Polygons

Delete polygon outlines of
image objects.

Edit Class Hierarchy

Open the “Class Hierarchy”
dialog.

Classification-Based Automatic
cut

Open the “Auto Cut Parameters”
dialog
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Sample Editor

Open the “Sample Editor” di-
alog.

Image Object Information 1
Open the “Image Object Infor-
mation 1”7 dialog.

Image Object Information 2
Open the “Image Object Infor-
mation 2” dialog.

Sample Selection Information
Open the “Sample Selection In-
formation” dialog.

Scale Parameter Analysis

Open the “Scale Parameter Ana-
lysis” dialog.

Feature View

Open the “Feature View” dialog.
Customize Features

Open the “Customized Features”
dialog.

Feature Space Optimization

Open the “Feature Space Opti-
mization” dialog

” Ilnput Manual Classification j |

Da

Input Mode

Change the input mode.
Without or with class-related
Features

Switch classification mode.

Joafe

[

Number Classification Cycles
Define the number of classifi-
cation cycles for class-related
features.

Advanced: Simulated Annealing
Open the “Advanced Classifica-
tion Settings” dialog.
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Classify
Invoke image object classification.

View Settings

Opens the “View Settings” di-
alog.

View Layer

Render current level using layer
mean values of pixel.

View Classification
Render classification of current
level.

View Samples
Render samples in current level.

Feature View

Switch back to feature view
display.

View Pixel / Object Mean
Switch between pixel and object
mean display.

Show/Hide Polygons

Display of computed polygon.
Show/Hide Outlines

Display of computes pooutlines.
Show,/Hide Skeleton

Display of skeletons.

Image Layer Mixing

Open the “Edit Layer Mixing”
dialog.

Edit Highlight Colors

Open the “Edit Highlight Co-

lors” dialog.

Mix Single Layer Grayscale
Display image data in single
layer grayscale format.

Mix Three Layers RGB

Display image data in three layer
RGB format.

=]
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Show Previous Image Layer
Display the previous image layer.

Show Next Image Layer
Display the next image layer.

==

Select Level in Object Hierarchy
Select level in object hierarchy
for processing.

Next Level down in Object
Hierarchy

Go to next lower level in the
hierarchy of image objects.

Next Level up in Object
Hierarchy

Go to next higher level in the
hierarchy of image objects.

Next Level down in Groups
Hierarchy

Displays classes at next lower
level in the groups hierarchy.

Next Level up in Groups
Hierarchy

Displays classes at next higher
level in the groups hierarchy.

Activate/deactivate sample na-
vigation

Enables the navigation to saml-
pes selected in the “Sample Edi-
tor” or the “2D Feature Space
Plot”.

Normal Cursor

Switch from zoom or pan mode
to normal cursor.

Area 100 %

Reset zoom factor to 100 %.
Zoom In

Zoom nearer.
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Zoom Out
Zoom further out.

Area Zoom
Zoom into area.

Zoom Out

Zoom in to center.

Zoom In

Zoom out from center.

Pan

Pan current view.

Pan Window

Open Pan window.

Zoom Scene to Window
Zoom the scene to fit into the
current window.

Open Protocol Editor

Open the “Protocol Editor”
dialog.

Load Protocol

Load protocol from disk.
Save Protocol

Save protocol to disk.
Record Protocol

Start and stop recording.
Execute Protocol

Execute entire protocol.
Execute Protocol stepwise
Execute protocol step by step.

* & O & &

Execute Protocol from Cursor
Execute protocol from selected
action.

Polygon Selection
Select a polygon.

Line Selection
Select a line.

Rectangle Selection
Select a rectangle.

Image Object Cutting
Cut image objects.

Manual Image Object
Classification

Classify an image object ma-
nually.

Image Object Fusion
Fuse selected objects

Merge selected Objects
Merge selected objects to one
object.

Clear Selection for Manual
Object Fusion

Clear all selected object and do
not merge objects.
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Menu items in “Project”™

New... Create a new eCognition project B new... Strg+h
and load raster and thematic layers G open... Shrg+0
Close
Open... Open an existing eCognition pro- E sove Strg+s
jeCt Save as..,
. Project Infa...
Close Close the current project
Add Image layer...
Save Save the current project to disk Add Thematic laver..,
Assign layer alias. ..
Save as... Save the current project to another Recert Projects
file
Exit
Project Information...  Display information about the cur-
rently loaded project
User Information Display information about the person currently locked on the
machine
Add Image Layer... Load additional image layer to current project
Add Thematic Load additional thematic layer to current project
Layer...
Assign layer alias Edit and assign aliases to the layers

Assign No Data Value  Assign No Date Value

Exit Exit eCognition.

Menu items in “View”:
Cursor Mode Open the View Settings dialog

Zoom In Center Zoom in at current view center



Zoom Out Center

Zoom 100 %

Zoom to Window

Layer Mixing...

Edit Highlight
Colors...

Zoom out at current view center

Cursor Mode 3
Zoom In Cent o
Reset zoom factor to 100 %. @ Zoom In Center
oarm Ll enter -
& Zoom Out Cent
: Ao Zoom 100%
Zoom the scene to fit into the x S
1 El Zoom To Windaw
current window.
‘ Layer Mixing...
Define a color composition for @) Edit Highlight Calars...

the display

Select highlight color settings and the display color of
nonsample and unclassified objects.

Menu items in “Image Objects™

Multiresolution
Segmentation...

Scale Parameter
Analysis

Export Scale
Parameter Analysis

Classification-based
segmentation

Create Polygons...
Delete Polygons...
Classification-based

object cut...

Delete Level...

Open the “Mul -

tlfCSOluUOl‘l SCg— Scale Parameter Analysis...
mentation” dia-

Multiresolution Segmentation. .. Umnschalt+5

. Classification-based Segmentation. . . Skrg+k
log and initiate

Create Polvgons. ..

iz
()
x Delete Palygons. ..
&
o

segmentation.

Classification-based object cut. ..

Open the “Scale

Parameter

3 Delete Level. .. Skrgi

Analysis” dialog
to support the
investigation of the scale parameter.

Open the ,Export Scale Parameter Analysis“ dialog to export
the results

Open the “Classification-based Segmentation” dialog and initi
ate segmentation.

Vectorize objects of specified
object level.

Delete polygons of selected level.
Open dialog to select classes and parameters for the

automated object cut.

Delete a level of the image object hierarchy.




Menu items in “Samples”:

Select Samples

Sample Editor

Sample Editor Options

Delete Samples
of Classes...

Delete all Samples

Create Samples
from TTA Mask...

Create TTA Mask
from Samples...

Load TTA Mask...

Save TTA Mask...

Edit Conversion
Table...

Switches the sample
input mode

Opens the Sample
Editor

Displays further
sample functions in

the sub-menu.

Delete samples of
selected classes.

Delete all samples.

e
vy

Qpen Sample Editor, ., Skrg-+
Sarnple Editor

Delete Samples of Classes. .. Skrg+al-H
Delete all Samples Urnschalt+M

Create Samples from TTA Mask..,
Create TTA Mask from Samples...

Load TTA Mask...
Save TTA Mask...

Edit Conversion Table. ..

3

Use a TTA mask to declare sample image objects.

Create a TTA mask out of existing sample objects.

Load TTA mask image and conversion table from disk.

Save TTA mask layer and conversion table to disk.

Display and edit the conversion table.

Menu items in “Classification”:

Open Class
Hierarchy

Edit Classes

Sort Classes

Advanced Settings

Opens the “Class Hier-

archy” dialog.

Functions to edit, insert and copy classes.

Functions to sort classes in the class hierarchy.

Further settings for brightness layers and minimum member-

ship values.
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Nearest Neighbor “Edit Standard Nearest
Neighbor Feature Space...,”
“Apply Standard NN to
classes...,” “ Slope Func-
tion...”

Classify... Open the “Classification
Settings” dialog and invoke
image object classification.

Delete Classification ~ Delete classification of all
image objects.

Load Class Load a Class Hierarchy from a file.
Hierarchy...

Save Class Save class hierarchy to a file.
Hierarchy...

Delete Class Delete the existing class hierarchy.
Hierarchy...

Menu items in “Tools™

Feature View... Render the scene using a specific object feature.
2D Feature Space 2D plot of selected

Plot... features.

Image Layer Shows the histograms

Histograms of the scene

Feature Space Opens the Features Space

Optimization Optimization dialog

Scale Parameter Open the Scale Parameter

Analysis Analysis dialog

Customize Create arithmetic and

Features... relational new features for image objects.



Load Customized
Features...

Save Customized
Features...

Statistics...

Accuracy
Assessment...

Manual Image

Object Editing

Options

Menu items in “Export”:

Image Objects...

Classification...

Current View...
Object Shapes..

Load previously created customized features from a file.

Save definitions of new created customized features to a

file.

Statistical evaluations of image object features.

Statistical information on the actual classification.

Opens the sub-menu for the manual editing modes: normal
selection, polygon, line, rectangular selection; image object cut

manual classification and image object fusion

Opens the Options dialog

Export image object level as a Irage Objects...  Umschalt+E
thematic layer (raster or vec- Classification... Strg+E
tor format). Object Shapes...

Export classification of cur- Current: View...
rent image object level as

image.

Copy current view to clipboard.

Export points, lines or polygons of objects belonging to a se-

lected class.

Menu items in “Protocol”:

Open Protocol
Editor...

Execute

Execute Stepwise

Execute from cursor
Start Recording

Open the dockable
dialog box “Protocol Editor.”

Execute the entire protocol.
Execute protocol step by step.

Execute protocol from the cursor position downwards.
Record new protocol.
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Delete Operation Delete an operation in the
current protocol.

Edit Operation Edit parameters of protocol
operation.

Load Protocol Load a protocol from disk.

Save Protocol Save current protocol to
disk.

Clear Protocol Delete all entries in the protocol.

Menu items in “Toolbars & Dialogs™

All menu items open or close the specified dialogs.

Menu items in “Window”:
New Window Open a new scene window.

Cascade Arranges the windows as overlapping tiles.



Tile Horizontally

Tile Vertically

Link active Window

Unlink active

Window

Link all Windows

Unlink all Windows

Menu items in “Help”:

System Info...

Test Hardlock

Keyboard Map

Help

About...

Arranges the windows as nonoverlap-
ping, horizontal tiles.

Arranges the windows as nonoverlap-
ping, vertical tiles.

Synchronize the display area of other
views with the active window.

Mew Window
Cascade
Tile Haorizankally

Tile Wertically

Link active Window

Unlink active Window

Link all Windows
Unlink all Windows

1level 1 of 13 Objects (Linked)

| v 2Level 1 of 1t Samples (Linked)

Delete the display synchronization between the active

window and another view

Synchronize the display area of all views.

Delete the display synchronization between all views.

Display system configuration and state
information.

Open dialog “Test Hardlock” to check
hardlock properties.

Overview of all eCognition short cuts.
Open eCognition User Guide.

Application info.

System Infa..,
Hardlock Utlity. ..

Keyboard Map
Help

About, .




Dialogs

2D Feature Space Plot

This dialog box helps with checking the distribution of feature values over two diffe-
rent features.

To open this dialog choose the item “Tools > 2D Feature Space Plot...” from the menu
bar of the main application window.

2D Feature Space Plot HE

Mean dessau_blue.tif 0

103.00

Level : : ! : : d : : :
ﬁme“ || T . T

4 Select classes ! 3

Q Feature p-axis |

Correlation
6 0g4
GhFeature WA |

|' Coordinates xny
o : : : : :
o 5E.94 i 1 i i i H i |
ose |
36.04 Bk 0 87.45

@ Select the image object level for which feature values are to be plotted.

@ Click here to select the feature to be plotted along the y-axis (see dialog below).
@ Click here to select the feature to be plotted along the x-axis (see dialog below).
@ Click here to select the classes for the feature space plot in their feature range.

© This field displays the correlation (Pearson) between the values of the selected fea-

tures.
@ In this field the mouse position in the feature space plot is displayed.



@ Name of the feature plotted along the Select Feature for X Axis BE

y-axis. - = Object features =
-# Laper values
- = Mean
@ Name of the feature plotted along the 7 Bighiness
. 1 dessau_blue.bmp
X-axis. [ dessau_green brp
L dessau_red bmp
. £ dessau_nirbmp
© The colored circles show the selected A dessau_rit brnp
. L dessau_term.bmp
samples (sample editor). B dossau fibmp
- = Stdewv
. o ) -« Ralio
([ Navigate to the sample by clicking on it BI85 to neighbors
. . . [~ § tosuperobject
(Sample Navigation must be activated) B to scere
-0 Shape
B Texture —
4% Hierarchy
[+ = Class-elated features
Select the feature to be plotted along the y- &7-+e+ Relafions to neighbor abjects -
axis @ or x-axis @) in the following dialog FoA Relations tn sboohin
by double-clicking or highlighting it and _Cooal |
clicking “OK.”
Accuracy Assessment
This dialog box provides information about |y =yyem— HE
the classification quality. ~ Seting

Image object level
’7 ILEVE” ﬂ j ‘

"Staﬁshc type:

[Ciassication Stabilty a = ‘

LCla
i) Grassland General
Impervious General
@ Waterbodies

@ Fural Woodiand

To open this dialog box choose the item

“Tools > Accuracy Assessment...” from the

menu bar of the main application window.

@ Select the image object level to perform

thC accuracy assessment on.

o

@ Select the type of accuracy assessment.

@ This list shows the classes that are used
for accuracy assessment. ST 4

i~ Save filename

@ Click here to edit the class list above N 5 ]

(see User Interface > Select Classes). G.save stalcs | Shan sla[isliﬂ Cos= |

© Export file name of the statistic results.

@ Click this button to display the accura-

cy assessment results.



@ Click this button to save the accuracy assessment results to a file.

For a detailed description of the following dialogs and methods see also Functional
Guide > Accuracy assessment and statistics.

“Classification Stability
leference thWCCIl the bCSt and Clazs | Elbjgcts‘ Maanl Sthavl Miniraurn | Mawimum |
the second best class assignment Impervious Surface 86 051 023 noo3zz 1

i ater 14 0443 0799 000559 0652
calculated as a percentage. The sta- Flural 40 047 0266 000211 1
. . . . . Acricuiture a2 0347 0233 000163 1
tistical output displays basic statis- Forest 3% 0308 0197 000345 0839

tical operations (number of image

objects, mean, standard deviation, e

minimum value and maximum

value) performed on the best-to-second values per class.

To display the comparable graphi-
cal output, choose “View Settings
put, . . . g” Class | Dhﬁctsl Meanl Sthevl tdinimum |k aximum
> Mode > Classification Stability. Impervious Suface 86 0604 0275 0104 1
i ater 14 0855 0231 0183 1
Fural 40 057 0245 01m 1
. . A ariculh 92 0643 0213 0105 1
“Best Classification Result” S 33 0716 0206 0189 1

Statistical output for the best

classification result evaluated per
" reduce (¥

class. Basic statistical operations are

performed on the best classification
result of the image objects assigned to a class (number of image objects, mean, standard
deviation, minimum value and maximum value).

To display the comparable graphical output, choose “View Settings > Mode > Best
Classification Result.”

tor Matrix based on TTA Mask [ 7] x]
,,Error Matrix based on TTA User \ Reference Class | Impervious Suface | ‘water | Rural |_Agriculiure | Forest| Sum
» I[:‘]"r"_Si“"SM ’a"i" 1780 0 22 0 a 1972
. _ rpervious Suface
Mask”: Test areas are used as a refe mper J Ve 122 1 v
. . . Rural a 1] B414 432 a EB4E
rence to check classification quality aricure 0 R 1321 1
R R . Forest 0 00 284 49% 7160
lassified a o a a L]
by Comparlng the ClaSSlﬁcatlon “':.rC"a“‘ - 1750 4280 BE3E 2596 B317
with ground truth based on pixels. ccurscy
Producer 1 1 0867 0 0791
L ser 0.887 1 0937 0 0638
Hellden 0.94 1 0931 0 0.741
Short 0.887 1 0907 0 0583
K& Per Class 1 1 0951 -0.0652 0.BB7
Totals
Overall Accuracy 0.808
KlA 0.745
4| |

Coreduce 5 Bpand

“Error Matrix based on Samples”:
Similar to “Error Matrix based on TTA Mask” but considers samples (not pixels) deri-



ved from manual samp-

le inPutS- The match Class [ Samples | Impervious Suiface ] Water ] Rural | Aariculture | Forest] unclassified |
thWCCn the Sample |Wm|;le;;ﬂnus Surface ;2 3833 1D 3 8 3 315?
. . Fural 8 1) 1) 0125 078 0125 0

objects and the classi- i g 0 010 0o

. . . Forest 8 0 0 0 0125 0875 0
fication is expressed in
parts of class samples. C redice ) expand
Apply Standard Nearest Neighbor to Classes
To open this dialog box choose i
the item “Classification > Nearest b

R K I

Neighbor > Apply Standard NN e
to Classes” from the menu bar of o il
the main application window.
@ All available classes in the

project. Single-click on class

to switch to “Selected clas-

ses.”

| = | Cancel

@ All selected classes where (il | S|

the standard nearest neigh-

bor will be applied. Single-click to deselect them.
Apply TTA Mask to Level
Choose in this dialog to which level a loaded TTA Apply TTA Mask to._. BE

mask is to be applied.

entine scene

To open this dialog box, choose the item “Samples > pixel level

Create Samples from TTA Mask...” from the menu bar
of the main application window.

Mark the image object level where the TTA mask is to
be applied (no multiple selection possible).
(] 4 Cancel




Auto Cut Parameters

Use this dialog to cut-off outer parts of image objects, which consequently leads to a
less complex geometry of the objects. Select the classes or objects you want to perform
the automated cut on and choose the cut-off degree that determines the degree of
branching to cut-off.

To open this dialog, select the item “Image Objects > Classification-based object cut...”
from the menu bar of the main application window.

Note! you have to create polygons before an automated object cut can be perfor-
med.

@ Enter the cut-off degree that determines the degree of 7] x|
branching to cut-off.

— Cut parameters
Cut-off degree |1
@ Select the classes to which the automated cut is to be ; b

performed on the corresponding image objects. Olessss———

@ Urban

© Activate the radio button to perform the automated
cut on the image objects defiened by the structure
groups.

@ Carry out the automated cut.

QI‘ Use Structure Groups
Lewvel
’7 ILeve|2 l

coun |




Class Description

This dialog box is used to create and
edit a class description.

To open this dialog box, double-click
on a class in the “Class Hierarchy:
Inheritance” dialog or select the item
“Classification > Edit Classes > Edit
Class” from the menu bar of the main
application window.

@ Displays the contained as well
as the inherited part of the class

description.

® Displays only the contained part
of the class description.

@ Displays only the inherited part of
the class description.

@ Current name of the class.

Current color of the class.

()

Class Description 2x|

ervinus nial area

- [

 Parent class for display

Q_evelz

|

A | e Contained | % Inberted|

Modiier
é’ Abstract [~ Inactive

Conl
B andmin)
i s+ not urban area
* s+ not water
", Inherited
El-@ and [min) (Level2)
LA Level

@ Select the display parent group for navigating up the semantic groups hierarchy

(right green arrow). This function is only necessary when a class belongs to multip-

le parent classes in the groups hierarchy.

@ Change class status to abstract. Abstract classes do not apply themselves to image

objects directly. They only inherit or pass on their class descriptions to child classes.

@ Makes a class inactive. Inactive classes are ignored in the classification process.




Class Hierarchy

This dialog box is used to create and edit a class hierarchy.

To open this dialog box either

* click the button [&] on the tool bar of the main application window.

* choose between the items “Classification > Open Class Hierarchy...” and “Toolbars &
Dialogs > Class Hierarchy” from the menu bar of the main
application window.

* choose the items Image Objects > Classification-based Segmentation” or Image Ob-
jects > Edit Structure Groups...” from the menu bar of the main application window

and automatically the dialog box with the register tab “Structure” is opened.

Class Hierarchy B Class Hierarchy B

@ woodland General

{7 Grassland General

@ Impervious General
@ Rural

@ waterbodies

@ Urban

A

@ woodland General
{7) Grassland General
@ Impervious General
Rural Impervious
@ Urban Impervious
@ Rural

' Rural Impervious
& Rural woodland e
Rural Grassland
@ waterbodies
@ Urban
@ Urban Impervious
& Urban Woodland
@ Urban Grassland

i | ¢ | Inheritance & Groups » Structurs <|>| Inkertance » Groups & Structure
Class Hierarchy B

@ Displays the inheritance of the

class hierarchy for the purpose of
classification. Right-click for context
menu. Drag a class with the left
mouse button to move it. Drag a
class with the right mouse button for
multiple inheritance.

@ Displays the group structure of the
class hierarchy for the purpose of
classification. Use the right mouse
button for context menu. Drag a
class with the left mouse button to

B~ »  Available Classes
() Grassland General
Impervious General
@ Woodland General
Mew Structure Group
Struckure Group 1
Urban
& Urban Impervious
& Urban Woadland 0
& Urban Grassland
- = Struckure Group 2
E|. Rural
¥ Rural Imperwvious
O Rural Woodland
L Rural Grassland
[~ = Struckure Group 3

Q) waterbodies

Groups s Structure

4 | >| Inheritance




move it. Drag a class with the right mouse button for a multiple membership to

more than one semantic group.

© Displays the structure groups for the purpose of classification-based segmentati-

on. To create a new structure group, drag a class and drop it on “New Structure

Group.” Drag a class and drop it on an existing structure group to add it to that

structure group.

Menu items of the “context menu” (click right mouse button):

Edit Class

Insert Class

Copy Class

Delete Class

Active

Abstract

Select Color

Open the “Class Description” dialog

Edit Class
of selected class.
Insert Class

. - Copy Class Skrg+C
Create a new class and insert it into i

the class hierarchy. Delete Class
’T Active
Copy selected class. Abstrack
Select Color,,,

Delete selected class.

Activate/deactivate selected class. Inactive classes are ignored in
the classification process.

Change to an abstract class. Abstract classes do not apply
themselves to image objects directly. They only inherit their
class descriptions.

Choose a class in the class hierarchy and select the display
color.



Classification-based Segmentation

Use this dialog box to edit the parameters and to determine the type of a classification-
based creation of image objects.

To open this dialog box choose the item “Image Objects > Classification-based Seg-
mentation...” from the menu bar of the main application window or click &| in the

tool bar.
@ List of the thematic layers that Classification-based Segmentation HE
are regarded during classificati- e S
on-based segmentation. A the- [landreg asc] enlifeiscene
matic layer will be used during e
. e - level 2 -
the segmentation process, if it level ] -
is highlighted blue. To activate D pircl level
or deactivate a thematic layer, o

simply click on it.

9 Select thC image ObJECt level All operations are related to the definition of
on which you want to perform structure groups in the class hierarchy

. . Select operation
the classification-based seg-
. + Create new level merging image objects in selected level
mentation.
Merge image objects in selected level
0 Check this button to create Border optimization of selected level
a1 new image ObjCCt level on Extract image objects on selected level

which the classification-based g
fusion is executed. i Cancel |

@ Check this button to fuse the
image objects to the selected image object level. The old image object level will be

deleted.

@ Check this button to enable border optimisation of the selected image object level.
You need a level of sub-objects to perform this operation.

@® Check this button to enable image object extraction on the selected image object
level. You need a level of sub-objects to perform this operation.

@ Start the classification-based segmentation with the current settings.



Classification Settings

This dialog box is used to edit the classification parameters and start the classification

process.

To open this dialog box, choose the item “Classification > Classify...” from the menu
bar of the main application window or click M| in the tool bar.

o
2]
3]

o

o

Only use classes without any class-related features for classification.

Also use classes with class-related features for classification.

SClCCt the image object Classification Settings [ 2] x]
ICVCI to bC ClaSSiﬁCd. Classificationmode————————————— Level in object higrarchy
" withiout

class-related features
& with

Define the number of

classification cycles.

Clazsification with class-related feature:
Click the button “Advan-

Number of cycles: I 5] e Advanced |
ced” to open the dialo
Adva " _ooee |
box “Advanced Classifica-

tion Settings.”

Initial random deviation of the Advanced Classification Settings EHE
membership value incorporated in S

the classification result. Range =
[0.0,...,100.0]. A value of 10 means:

. . Only necessary For mutual or cyclic dependencies
that thC aSSlgﬂed membefShIP Value over clazs-related features between classes
may be higher or lower by a factor

of 10 (i.e. 0.1) than the computed oK. I:’ Cancel |

value.

0o

Temperature [%] Cooling speed

Reduces the initial random deviation in each cycle. Range = [0,...,number of
cycles]. The number entered is the number of cycles until the random deviation
reaches 0. Example: With 10 cycles a cooling speed of 6 means that after each cycle
the deviation is reduced by 1%46 and no more deviation is applied after the sixth

cycle.

Click the button “OK” to close this dialog box.

@ Start the classification process with current parameters.



6 - User Interface

Colors

Use this color combo box to edit the color information of classes and all highlight co-
lors.

To open this combo box check the color list item in the “Class
Description” dialog or double-click in the left window of the
“View Settings” dialog.

@ Dick a standard color in the color combo box. Click “Other* to get more
predefined colors.

@ Dialog to get more predefined standard colors. Choose Custom to define your own
colors.

©® Dialog to define your own color mixing for classes and highlight colors.

Conversion Table

This dialog is used to display and edit the linkage between the classes of the project

and the classes of a training and test area mask.

To open this dialog choose the item “Samples > Edit Conversion Table...” from the
menu bar of the main application window.

329




@ This list displays how classes of the project Conversion Table HE

are linked to classes of the training and test TTAMeskeny |10 | Linked Clss [
. . @ Woodland Gereral 2 ‘wondland General
area mask. To edit the linkage between the OGumssandGeneral 3 Grassland General
@ Impervious General 4 Impervious General
TTA mask classes and the classes of your @iiiie i i

project right click on a TTA mask entry and
connect it with the appropriate class in the

project. (1]

@ Click here to link all class names automati-
cally by identical names.

Click h link all classes. )
e e ere to uniun afl classes Link by name Uﬁaﬂ | Cloze

Create Customized Feature

This dialog box is used to create and edit customized features. There are two kinds of
features: Arithmetic and relational expressions.

To open this dialog box either
* click the button 3| on the tool bar of the main application window.

e choose the item “Tools > Customized Features...” from the menu bar of the main
application window.

To edit or delete a customized feature, this menu is activated by a right click on the
feature name in the “Feature View > Edit Feature” or “Delete Feature.”

Create Arithmetic Features x|
atthmetic | Relations! |
Feature nams
@ Feature name of the ( Bt Featue 1 E
new created attribute.
1~ Feature calculatar
Calculation Unit: | Mo unit ®
@ Display the arithmetic = o
expression. -
Caleulate! Del = = Object features -
& Lapervalues
B Shape

@ Calculate and delete

arithmetic expressions.

F Tedue &

&, Hierarchy
BB Thematic attributes
O » Classrelated features
~«#+ Relations to neighbor obiects
[#)-8 Fielations to sub-objects
§ Relations to super-objects
= Membership ta
% = Classfied s
5w Classication Value of El

ky

Carcel Apply Help




(4]
(5]

(6]

To use these buttons an expression in the feature calculator display has to be mar-
ked with the cursor.

Numeric calculator. Click here to insert arithmetic expressions.

Click here to select any image object feature or class related feature for the arithme-
tic expression.

Click here to create the new customized feature without leaving the dialog.

Create Relational Features

®

® 6 06 © 0o

Feature name of itz reatores =l
. . Fatational
the customized relational i |
Eeatuse name 1
feature. [ommndbemenl I
H | T 35 compuindy mads
r RM.W
. B et — e
eck to define a relationa peibers " ababiocss © ugeobioed sibgbiecssof supmcbioet (el
Check to defi | 1 & ¢ o * pmtect B
feature referring to neigh- Duaca [ 0 [Poels |
b Dlat Sebachion
ors. T
[ Jcorcknel meervicu)
@ Lewen
. - .LME
Check to define a relational & reiminiem
1 - - @ waln
feature referring to sub-ob o
H 2 ot impervious
jects.  Lileiin
= unclassiied
@ vy
Check to define a relational
feature referring to a super- e —
object —
) e S T

Check to define a relational
feature referring to sub-objects of a super- object.

Check to define a relational feature referring to level.

Select the relational function.

Define the vertical distance (layers) or horizontal distance (pixels).
Select the feature for which to compute the relation.

Select a class (group) or “No class” for the relation.



Create Polygons

Use this dialog boxes to create polygons from the
objects in the selected level.

To open this dialog box, choose the item “Polygons
> Create Polygons” from the menu bar of the main
application window or select QI in the tool bar.

@ Edit the threshold for the generation of base
polygons

@ Activate if sliver removal is desired

@© Edit the threshold for the generation of shape
polygons

Create Project

Create Polygons |

— Wectorization options
— Baze polygons

Threshald:

Remove slivers:

2=

=

—Shape polygons
Threshald: |1 é}

[ ox ]

Cancel |

Use this dialog to import and sort the image and thematic layers into the project, defi-

ne a subset, and in addition edit the georeferenced information of the layers and their

aliases.

To open this dialog, select the item “Project > New...” from the menu bar of the main

application window or click B in the tool bar.

@ Project header information.

Definition of image subset.
Clear subset definition.

Insert new image layers to the project.

® 6 6 0 ¢ @@ O

Remove the selected image layers from the project.

Move the selected image layers up or down in the image layer order.

Displays the image layers selected for loading along with their properties.

Displays the thematic layers selected for loading together with their attribute tables.




O Sort image layers al- 214
phabetically. To Project [ [
. . Praject name Mew Praject
do this mark Wthh Coordinate Systern  unknown
1 b Resalution [urit] 1 [Pxl) o
ayCrS are to be sor- Project Size 493:438 pixels
th. Urit
Pixels i
@ Insert a new thematic Image ayer R Tis W o] 1] et
. dessau_blue.img 1P« 8Bitunsigned 433 498
layer to the project. dessau_ftimg 1Pd EBEunsigned 139 438
dessau_green.img 1P« 8Bitunsigned 493 438
dessau_mir.img 1P« BBitunsigned 433 498
dessau_ni.img 1P« 8Bitunsigned 433 498
e Remove selected the— dessau_red.img 1P« SBitunsigned 499 4938
. deszau_temm.img 1P« 8Bitunsigned 493 438
matic layers from the
project.
© Move the selected B
thematic layers up
and down in the the-
matic layer order. Thematic lyer 1 e
Remove
(@ Sort the selected the- o Qél - @
matic layers alphabe-
tically.
11
. Creat C. |
@ Create the project. At _Coroal |

7|

least one image layer
must be used.

(@ Adjust the measurement unit of the project

When loading a thematic layer from a multilayer image file (e.g. *.img stack file), the
appropriate layer that corresponds with the thematic information is requested in the

following dialog.

Import from multi layer image file
Select thematic laper from image file I

ak Lancel |




Create TTA Mask from Level

Choose in this dialog from which level a TTA Mask

is to be created based on inserted samples.

To open this dialog box, choose the item “Samples >
Create TTA Mask from Samples...” from the menu
bar of the main application window.

Mark the image obejct level from where the
TTA Mask is to be created (no multiple selection

possible).

Customize

Create TTA Mask rom [EE

entine scens

pirel lewvel

Ok Catcel

This menu enables customization and reset of toolbars, keyboard shortcuts and menus.
The “Customize” menu enables a moving of toolbar buttons by “drag and drop.”

@ All menu bar categories.

@ All eCognition commands
which can be dragged into the
toolbar by holding down the

left mouse button.

@ All toolbars can be switched on
and off.

@ The changes for the activated
toolbar are set to default set-
tings.

@ All changes in all toolbars are
set to default settings.

Commands I Toolbalsl Keyboaldl Menu I Dpt\onsl

Categaries

Commands

41 Sample Editar

Sample Editor Options | 3
Select Featues to Display..
Display Standard Mearest Meighbor F

"l

tembership Functions

Description:  Double click on image objects to assign it as sample.
Close
ﬂ

Commands  Toolbars I Kewboard | Menu | Options |

Feset gl
Reset all E!l

Toohbars

lazsification 5 ettings
mage Object Editing
MenuBar
v M avigate

ample

ample Mavigation
v Vigw Settings

V| Zoom

Close




@ Categories of the menu bar.

@ Set shortcuts for the default appearance of eCognition. No other selection is pos-

sible.

©® All eCognition commands in the selected menu bar category. An accelerator key

can be assigned for the activated command.

@ Display the current accelerator key(s).

@ Display the newly assigned shortcut. Changes can only be made if the cursor is po-

sitioned in this field.

@ Click here to assign the new ac-
celerator key to the eCognition
command.

@ Click here to remove the acce-
lerator key from the eCognition

command.

© Click here to reset all accelera-
tor keys to default values.

@ “Default Menu” entry not yet
used. Please use the “eCogniti-
on” menu bar entry.

@ Click here to reset all items in
the menu bar.

@ Set desired menu animations

@ Activate for menu shadows

Customize i

Cammands | Toolbai  Keyboard I Menu | Options |

LCategon: Set Accelerator for

Curnent Keys:

o

Prezz Mew Shortcut Key

Commands:

Add Thematic Tayer(s)...
Agsign Laver Alias...
Azsign Mo Data Walue.

Cl
Fur [l

Description:

=

x|

Assign

Remove

Reget Al ‘:’j

Close

Commandsl Toolbalsl Keyboard  Menu |Dptions|

Application Frame Menus:

Shaw Menus far.

[ efiniens |ma

Beset 9 ’ |

Definiens Image Analysis
D ocument

Menu animations. [Mang E

¥ Menu shadaws

Close




@ Activate/deactivate tool tip dis-

play.

@ Activate/deactivate shortcut key

display in tool tips.

Commandsl Too\balsl Keyboaldl Menu  Options |

Toolhar

¥ Show SereenTips on toolbars

W Show shortcut keys in ScreenTips 9

0 I Large Icons
e I™ Laok 2000

© Activate to display large toolbar

icons.

@ Activate for Windows 2000

look

Close

Define Brightness

Use this dialog box to select those image layers
from which the brightness is to be calculated.

To open this dialog box, choose the item
“Classification > Advanced Settings > Select
Image Layers for Brightness” from the menu
bar of the main application window.

@ Mark image layers. The brightness will be
calculated using the marked image layers
only.

Define Brightness

— Select image lavers
deszau_blue.tif

dezzau_nir b 1
deszau_mirtif
deszau_term. tif
degzau_fir tif

|71

=]

Cancel




Delete Classification

Use this dialog to delete the
classification of all image
objects or of specified image
objects.

To open this dialog box choose
“Classification > Delete Classi-
fication” from the menu bar of
the main application window.

Deletes the classification of

specified classes; to select
the classes, click “Select
class” (see dialog below).

Delete the classification of
a selected level.

is to be deleted.

o

Delete Classification

— Delete classification of specified image object:

@ Select class | By level

By class

— By classification type
¥ Bulebase v Marual

Erlire scens

pirel level

’ég Delete I

LCancel

Deletes the classification of the specified image objects.

Decide whether only the manual and/or the classification based on your rule base

In this dialog you can select specific classes for which the classification is to be deleted:

@ This list displays all
available classes where
the classification will
not be deleted. Single-

click a feature to select
it.

This list displays the
selected features where
the classification is to be
deleted. Single-click a

feature to deselect it.

B3

Select Classes to delete
i Available classes i~ Selected cla;
@ Woodland General @) Rural woodland
) Grassland General i) Waterbodies

. Impervious General
420 Rural Impervious
. Urban Impervious
@ Rural
420 Rural Impervious
473 Rural Grassland
- Urban
. Urban Impervious
Urban ‘Woodland
@) Urban Grassland

o

LCancel




Delete Level

Delete Level

Use this dialog box to delete a level.

ehtire scene
To open this dialog box, choose the item “Image Ob- slevel 3o
jects > Delete Level(s)” from the menu bar of the main level 1 —
application window. Piiellevel
Mark the image level(s) to be deleted (no multiple
selection possible).
0K Cancel

Delete Samples of Selected Classes
In this dialog box select the classes for which samples are to be deleted.

To open this dialog box choose the item “Samples > Delete Samples of Classes...” from
the menu bar of the main application window.

o All available Delete Samples of selected Classes HE
classes in the ~Avalable classes———————————— - Selected classes
. : @ Utban woodand T ~@ Woodland Gienersl
project. Single- @ Pural Woodiand 0 ) Grassland General 0
H @ Urban Grassland @ Impervious General
click on class ) Purdl Grassland ] @ watshodies
to SWitCh to 23 Rural Impervious
« @ Urban Impervious
Selected clas- @ Rusl
» @ Urban
SEs.

@ All selected
classes of
which the
samples will
be deleted.
Single-click to

LCancel

deselect them.

@ Move all classes
from or to the
selection list



eCognition Hardlock Utility

This dialog can be used to test the eCognition hardlock and to view hardlock internal

information. Additionally, this utility can be used to install or remove the hardlock

server software.

To invoke this dialog choose “Start > Program > eCognition > Hardlock Utility” in

the Windows menu bar or choose “? > Hardlock Utility...” from the main application

window.

Edpefiniens Hardlock Utility 3.0.1

=G

=] E_:-:port

= Update license

3|

license information Hint
Local hardlock ’7

Server hardiock

Pleaze select one of the subordinate options below.

&l Local hardlock
Bl Server hardiock,
-~ Initialize HL Server
enerate A eport
- Local hardlock
-~ Server hardlock
- Diagnostix

- About

See the chapter , Installing eCognition“ for more details on using the Hardlock Utility

Software.




Edit Standard Nearest Neighbor Feature Space
Use this dialog box to edit the standard nearest neighbor feature space.

To open this dialog box choose the item “Classification > Nearest Neighbor > Edit
Standard NN Feature Space” from the menu bar of the main application window.

Edit Standard Mearest Neighbor Feature Space Il e |

Available Selected
=l = Object features

- Layer values
= Mean
L7 dessau_blue.img
L7 dessau_red.img
L7 dessau_gresn.img
L7 dessau_nirimg
L7 dessau_mir.img
L7 dessau_term.img
LT dessau_firimg
= Stddewv
= Ratio

Customized
R Layer values

0y Shape

B Testure

- & Hierarchy

Class-related features

+#+ Felations to neighbor objects
. Relations to sub-objects

i Relations to super-objects

= Membership to

Classified az

- Classification alue of

- »  Global features

+]- » Global scene related

v » [Global class related

0 (2

oK I LCancel |

@ List of all selectable features for the standard nearest neighbor feature space. Dou-

ble-click a feature to select it

@ This list displays the selected features that form the standard nearest neighbor fea-
ture space. Double-click a feature to deselect it. Defaults are all mean values of the

image layers.



Edit Highlight Colors

This dialog enables the selection of highlight color settings and the display color of

nonsample and unclassified objects.

This dialog can be activated by “View > Edit Highlight Colors...” from the main
menu bar, by the @I button from the tool bar, or by double-clicking in the left win-

dow of the “View Settings” dialog.
@ Color of selected image objects.

@ Display color of computed polygon
outlines

©® Color of nonsample objects in the
“Sample View* dislay mode.

@ Color of unclassified objects in
“Classification View” display mode.

© Click “All Views” or “Active View"
to apply changes to either all open
views or the active view only. Exit

the dialog.

Edit Layer Mixing

Edit Highlight Colors |

Selection color I_ ] '
Outlines # Palpgons I_ E

¥ Paint non-zample objects I_E’
[~ Paint unclassified objects I|:|;’

Cancel |

"ﬂpply colors to

AllViews éActive\"’iew |

Use this dialog box to define a color composition for the display of image objects. It is

possible to assign more than one layer to a color.

To open this dialog box either

* click the B/ button from the tool bar of the main application window.

* click the item “View > Layer Mixing” from the menu bar of the main application

window.

* choose the dialog box “View setting” and double—click on the dialog window.




Image Layer 0 9 F|G|B
deszau_blue.img 1
deszau_red.img 1
dessau_green.img Al
desgzau_nir.img 11
deszau_mir.img 3
dessau_term.img 16|l
deszau_firimg 3
— Equalizing Prezet Shift
ILinear [1.00%) 6 j Parameter... | ’]W W
vV Auta update o
I Nolayer weights o Freview 0 ok I Cancel

@ Name of the image layer(s).

@ Select layer(s) to be colored in red, green and blue on the screen.
© Choose display-equalizing algorithm.

@ Insert desired equalization parameter.

@ Choose display layer mixing presets.

@ Shift between image layers.

@ Switch between immediate display update and display update by the ,Apply* but-

ton.
© Switch between channel weights and unweighted display of channels.

© Activates a display update; only active if auto update switch is off.



Edit Minimum Membership Value

The minimum membership defines the minimum value for the classification. If the
membership value of a classified image object is lower than this value, the object re-
mains unclassified.

To open this dialog box select “Classification > Advanced Settings > Minimum Mem-
bership Value...” from the main menu bar.

@ Minimum membership value for | [X]

classification. All lower values are " :
Minirum membership value

defined as unclassified.

Export Classification

This dialog box is used to export the classified image as a raster file
(*.df, *.img., *.asc).

To open this dialog box, select the item “Export > Classification...” from the menu bar
of the main application window.

@ Select classified image object level to be expor- ERTorEEIe s hearon

ted.

—Image object level

entire sCene
;
@ Choose the file‘s name.

pixel lewvel

© Click to choose the file format for export. De-
fault is TIFF format.

@ Click to export the classification.

rExport file [default type iz TIFF)

Clagszification

o Ezport | LCancel |




Edit Parametrized Feature

This kind of dialog could be used to change the parameters of some features like ,,Dis-
tance to line (1)“. Thus it is possible to adapt these features to the requirements of the
analyst, for instance to define the flight line of an aircraft.

To open this dialog click on the corresponding feature with the right mouse button
and choose the item “Edit Feature...” from the popup menu. It is sensible to copy the
feature (right click and chose “Copy Feature”) before you change the parameters, so
that the original, unchanged feature is still available.

Since there are a few parametrizable features implemented in eCognition the following
explanations concern only the feature “Distance to line” @) as an example.

Edit Parametrized Feature

First Coordinate []

1]

IFirst Coordinate (1]

o

Second Coordinate [#)
{500

Second Coordinate (Y]
{500

QK I Cancel

Q¢

@ Write a name for the feature.

@ X-coordinate for first point of the line.
© Y-coordinate for first point of the line.
@ X-coordinate for second point of the line.

© Y-coordinate for second point of the line.



6 - User Interface 345

Export Image Objects

This dialog box is Expunl Image Dbjects
used to export an
image object level
as a thematic ras-
ter layer or as an
ArcView vector file

* - : Mean dessau_fir tf
( Shp)  E0ME Mean dessau_green. ki

bdean dessau_mir b
Mean dessau_nirtif

To open this dialog o Hen i iy
box, select the item
“Export > Image
Objects...” from
the menu bar of the
main application

window.

@ Select image object level to be exported as thematic raster layer or as ArcView poly-
gon shape file.

@ Check to add the classification of the image objects as an export attribute.

@ Check to add the image object color of the current view as an export attribute.
@ Click to add and remove features to/from the attribute list.

@ Display the selected features for export.

@ Check to export as ArcView polygon shape file.

o

Check to define geometry smoothing. Raster geometry exactly follows the image
pixels, whereas smoothed geometry avoids single pixel steps.

©

Choose the export file name.

]

Preview the export attribute table on the screen.

(@ Save the geometry and attribute information to the disk.



Export Image Object Shapes

This dialog box is used to export an image object level as a thematic raster layer or as
an ArcView vector file (*.shp).

To open this dialog box, select the item “Export > Image bects...” from the menu bar
of the main application window.

Expurl seltren i Feshess
Imasgm obwect frvel ;lmn n?l':‘l a
3 - ool [ehadow] e
oo |l betee Ko
Fomat A rocd e ' carise
= Foed
cim 6

" Polpgron fasits oullirn]

" Polygen fimecthed cuing]
i

Enpacet e s [ s

rnagellbyts she E, QW“““I WMB

ot @) peen () o |

@ Select the image object level where the classes to be exported are situated

@ Choose the format whether to export polygons, points or lines. For the geometry
of the polygons check either ,,Polygon (raster)“ or ,,Polygon (smoothed)“. As an
additional feature you can choose auto abstraction for smoothed polygons. This
yields a very high degree of abstraction that should produce very smooth borders
(for instance to get roofs with only four edges).

@ The default name ImageObjects could be changed here. The results are stored in

the directory where the project is saved.

@ Use this button to add or remove classes to be exported. The selected classes are
displayed in the right area of the window that pops up. The available classes are
displayed in the left area. They can be added and removed by a click with the left
mouse button. With a right click it is possible to select a parent class including all
child classes.

© Use this button add or remove features from the attribute list. The selected features
are displayed in the right area of the window that pops up. The available features

are displayed in the left area.

@ A preview of the attribute table that is exported can be requested by choosing the
,Preview” button.

@ Choose ,Export” to save the geometry and the attribute information to the disk.



Export Scale Parameter Analysis

Use this dialog to export the results from Scale Parameter Analysis as *.csv files.

To open this dialog, select the item “Image Objects > Export Scale Parameter Analysis

...” from the menu bar of the main application window.

@ Select the layers for analysis.

@ Enter the file prefix.

@ Edit the channel weights.

@ Select the segmentation level.
@ Select the segmentation mode.
@ Select the color vs. shape weight

@ Select the smoothness vs. com-
pactness weight.

Feature Space Optimization

2l e
Layer weight

Layet name [ Layer stddev. [ weight [

dessau_blue 1 [E] 00

dessau_gieenif [5.4) 10

dessau_red i (g 10

dessau_niti [28.2) 1.0

dessau_mirif 0 iEE] 10

dessau_term tif 81 an

dessau it (1421 10 Ewpot————————
Edit file name: Q
[ScdeParem

Select and edit weights: [1

Compasition of homagereity critsrion:

Color |08
Critenun—a Gali | EE
Shepz[02 —a
Campactness 0.1

Level
Level 1 z' -
Fagmentaum rode

e @ 51 |

Marmal

With this dialog you control the feature space optimization.
To open this dialog box click the button il from the toolbar of the main application

window

@ Select the classes for which you
want to calculate the optimal fea-

ture space

@ Create the initial feature space
to be reduced.

@ Select a subset of the initial
feature space by clicking single
features.

@ Select the image object level of
concern.

Feature Space Optimization [ %]
~ Classes Features

hean dessau blue.tif
Stdev dessau_blus.fit
Fiatio dessau blueti
Mean dessau giesn.ii
Stdev dessau_green tif

@ Woodand General
() Grassland Gereral
@ Impervious General
@ watetbodies

o

Mumber of selected features: |21

Select Classes

~ Dptimized Feature Space Olptimization
Best separation ] Image obj
g ge object level: -
distance el
Dimensiar 5 Maximum dimension:

—

‘ :Iadvanced Calculate ! ,

Cloze




© Enter the maximum dimension of the optimized feature space.

©

Click this button to generate feature combinations and their distance matrices.

@ Click this button to display the distance matrix of the currently selected feature
combination.

@ Shows the largest distance between the closest samples of classes within the best
separating feature space.

© Shows the dimension of the best separating feature space.
(O Click this button to display advanced information about the results.
For a detailed description of the following dialogs and methods see also Functional

Guide > Classification Advanced > Basic strategies for creating class hierarchies > Fin-
ding the features that separate the classes at best.

Class Separation Distance Matrix For Selected Features

This matrix shows the distances between samples of the selected classes within a selec-
ted feature space.

Class/Class ‘ woodland Genera\l Grassland Genera\l Impervious Genera\l WWaterbodies |
"woodland General  0.000000 5460127 3306680 0.845565
Grassland General 9460127 0.000000 4.956050 18297374
Impervious General 3.306680 4.956080 0.000000 5.922809
[\ sterbodies 0.8455E5 18.307374 5.5922803 0.000000

" reduce (% expand

Advanced

This dialog shows advanced information about all feature combinations and their sepa-
rability of the classes’ samples.

@ Select a feature space.
@ Shows the calculated maximum distances of the closest samples along the dimensi-

ons of the feature spaces. The blue dot marks the currently selected feature space.
Click another dot to show other feature combinations.



e Clle thiS button to dlSplay the Feature Space Oplimization - Advanced Information

distance matrix of the currently se- - ResulLi

lected feature combination. Oplinizalion Results

[Dimension 15]
Fatio dessau_blue.
tean dessau_term it

. . b ean di blue. tif
@ Click this button to use the cur- Sty dooen i
Fatio dessau_red.tf
rently selected feature space for the et @ _'Q b
. . Stdev dessau_green tif
standard nearest neighbor classifier. Rt dessai giean fi T
Fatio dessau_tem.tif Q R
tean dessau_red tif . )
Stdew dessau_blue tif LI C\assllyErmeco_

© Click this button to generate a ne-
arest neighbor classifier using the Rl Chat

current feature space for selectable
classes.

Separation Distance

@ Check this box to automatically
classify the project when pressing
“Apply to Std.NN.” or “Apply to

Classes”.

Class Separation Distance Matrix

This matrix shows the distances between samples of the selected classes within a selec-
ted feature space within the dialog “Feature Space Optimization - Advanced Informati-
on”. Select a feature combination and re-calculate the according distance matrix.

Class/Class | ‘Woodland General | Grassland General | Impervious General | Waterbodies ‘
Dimension: 15
wondland General  0.000000 9421040 4E44772 4833777
Grassland General  9.421040 0.000000 0830433 23281022
|mpervious General 4644772 8830433 0.000000 F.R47036
\# aterbodies 4933777 Z3.2einzz 7547036 0.000000

 reduce % expand




Feature Statistics

This dialog box displays the classification accuracy, feature statistics and object attribu-
tes in matrix form.

The dialog box is opened via the following dialogs:
* “Tools > Accuracy Assessment > Show statistics”
* “Tools > Statistics... > Show statistics”

* “Export > Image Objects > Preview”

Clazz | Objects | Mean: Mean deszau red i | Mean: Mean dessau_nir tif | Mean: Mean deszau mir tif
W aterbodies 50 148.7 27.2 195
Urban Grassland 48 /.3 & 785
UthanWaodiand 15 238 o 708 56.7
Rural Grassland 949 324 26 749
Rural*oodland  B36 22 £29 55

| &
geduce ?e:-:pand

@ Attributes and statistics are here displayed in matrix form.
@ Reduce column width to minimum.

©® Enlarge column width to display complete column captions.



Feature View

This dialog box is used to determine the display of features in the main view. The main
purpose of this dialog is to investigate threshold values for the fuzzy logic membership
values.

To open this dialog choose either
* “Tools > Feature View” or “Toolbars & Dialogs > Feature View” from the menu bar,

or
e press the ﬁl button in the toolbar.

@ Choose an image object feature for display =
with a double-click or use the right mouse - = Object features

Layer values

Mean

L7 dessau_blue. tif
L7 deszau_green tif
L7 dessau_red i

button and select ,,Update Range® from the
popup-menu. While ,,Update Range® adapt-
es the active feature range to the selected
feature, a double-click only selects the new

feature without an update of the range.

L

[~ w Show Infa
L7 Brightriess
L Maw Diff

[+ Stddev

[+ R atio

£} Min. pixel value
[ = Max pizel value
[#]--¢#+ to neighbors
#- § tosuper-object
H-F toscens
&

=8

&

@ Check to edit the display of the feature

range. All image objects whose values are

within the range are colored according to

the adjusted range in a smooth transition
from blue (low values) to green (high values

©® Minimum value of the feature range display. -0 Shape
[H-E Texture
- 4% Hierarchy
@ Use the arrows to change the minimum fea- |~ = Classtelated features
[ = [Global features

ture value for display.

@ Maximum value of the feature range display.

@ Use the arrows to change the maximum fea- ¥ ?' | 135-1?9 S i v

ture value for display.

Note! It is not necessary to open the “Feature View” dialog to visualize a feature.
In each dialog you use to select features, like “Insert Expression” or “Select Dis-
played Feature”, you slelect the feature you want to display with a right click and
choose “Update Range”.



Help Keyboard

This menu gives an overview of all eCognition default accelerator keys and user defi-
ned short cuts. To edit the short cuts, use the “Customize” menu in the “Toolbars &

Dialogs” menu of the menu bar.

x|
& Categary: | Project i‘ ~|  Show Accelerater for: |Default 0 ~ ’.
Command [ keps [ Description |
FrojectiddimageL aperls)... Add new image layers to project
FrojectiddThematicL ayeri Add new thematic lapers to project
FrojectibasignLapenblias.. Edit and assign layer alias
ProjecthssignNaD ata sl e Assign No Dats Value
ProjectClose Close current project.
ProjectExit Quits the application
Frojecttew StgeN; Ul Load dats and create a new project
ProjectOpen... Strg+0: ... Open an existing praject.
FrojectProjestinformation Show Fraiect Inio Dialog.
FrojectSave Stig+ Save project to disk.
Frojects avehs Save curert project as new fle
Frojectl serlnfomation... User Infomation

@ Command category of the menu bar items.

@ Switch between default program accelerator keys and user defined short cuts in

eCognition.

©® Overview of all defined short cuts.

Image Layer Histograms

This dialog provides information about the distribution of grey values in single image

layers.

To open this dialog choose the item “Tools > Layer Histograms...” from the menu bar

of the main application window.

@ With the left and right
spinners switch to next/

previous image layer.

@ Name of the current image
layer.

@ This field provides statisti-
cal information about the
grey value distribution of
the current image layer.

Image Layer Histograms HE
—Layer
1 I 3 Io deszau_blue. kif o
22ed
it
53.00 §9.50 126.00 16250 1599.00

MeanB312 StdDev.: 958




Image Object Information

This dialog box provides detailed information about the features and classification of

an image object.

Both dialog boxes (,,Image Object Information® and ,Image Object Information 2%)

have the same functionality and layout. With these two dialog boxes you can examine

features, class description and class evaluation at the same time. To open this dockable

dialog box click the buttons @ | or @ | in the toolbar or open the item ,, Toolbar &

Dialogs > Image Object Information / Image Object Information 2 in the menu bar

of the main application window.

Image Object Information E3 |l Image Object Information B
Feature | Val| [ value |
Layer values Current Classification
Ratio dessau_blue tif 01711 Urban Woodland 0.822
Ratio dessau_greer tif 0.0684 Urban Impervious 0633
Ratio dessau_red tif 0.0538 W aterbodies 0291
Ratio dessau_nir tif o 0150
Ratio dessau_mirtif 01284 Alternative Assignments Yalue
Fatio dessau_temn. tif 03710 Urban Woadland 0.8z
Fatio dessau_fitif 00513 Urban Impervious 0539
Waterbodies 0 0291
Shape Urban Grazsland 0.286
frea 144.00 Fural 0.000
Elliptic Fit 07917 Rural Impervious 0.000
R ectangular Fit 08523 Urban 0.000
Fural Grassland 0.000
Relations to neighbor objects Rural"Woodland 0.000
Rl area of Urban neighbor-objects (0] 1.0000 Woodland General
|mpervious General
Grassland General
T Featwes [ Classification Class Evaluation 4| [P |’ Features 3 Classification  Class Evaluation
@ Shows feature values of a selected Image Object Information =]
image object. To change the display Featurs Vahe |
. . . A . Evaluation of Class: Urban Impervious 0.539
feature list, right-click in the dialog and [mir) 1.000
Density: 1.76 1.000
and choose the features to be o ] 1.000
. . . Rel barder to Urban Impervious neighbor-objects : 08788 1.000
displayed in the list. Hrea: 14400 0000
Parent Class: Impervious General 0.639
. . and [min] 0,639
@ Displays the result of the last classifi- earest neighbor : 062 0533

cation of the image object. The three
best classification results are stored
and displayed. Alternative assign-
ments can differ from the current
classification due to changes in the
membership functions since the last
classification run.

Mean dessau_tintf: wd=0.77 d=10.93 w=14.21
Mean deszau_term.tif: wd=0.76 d=6.37 w=8.40
Ratio dessau_mi 0.64 d=0.02 w=0.03
Stdev dessau_mi .08 d=0.33 w=2.78
Mean dessau_mir kf:

Ratio dessau_nir tif: wd=0.18 d=0.01 w=0.05
Stdev dessau_nictit: wd=051 d=2.34 w=456
Mean dessau_nirhif wd=0.21 d=5.06 w=24.47

Mean deszau_green.tif wd=0.83
Ratio dessau_blue tit: wd=0.27 d=0.00 w=0.02

Mean deszau_blue tif wd=0.87 d=8.42 w=9.

wd=0.7F d=14 80 w=19E7

Mean dessau_red bt wd=085 d=3.21 w=10.82
40 w=6.50

Stdev deszau_blue tif: wd=0.50d=1.17 w=2.34

A | ¥ Festures Clazsification » Class Evaluation

©® Displays detailed classification evaluation for the selected class. Double-click an

item to edit its membership function.

@ Click the register tab to open the dialog ,, Features, ,Classification,” or ,,Class

Evaluation.®




Input Mode

Use this menu item to select samples, manually fuse image objects, perform manual
class assignments for image objects, or cut objects by manually. The input mode does
not change automatically if the “Sample Editor” or the “Manual Fusion” button are
activated.

To open this menu item either

e choose the drop—down menu “Input Mode” from the menu bar of the main appli-
cation window and choose the input mode.

| »  [ang
Select Samples
Manual Object Fusion
Manual Classification

Manual Object Cut

e choose the combo box “Input Mode” from the tool bar and choose the desired
input mode.

“ IInput Manual Classification LI ‘

IIn ut off ;I

Input Samples
Input Manual Classification
Input Manual Object Fusion
Input Manual Object Cut



Insert Expression

This dialog box is used to choose and insert 21|
an expression into a class description. T T p———
- %# Mearect neighbor
. . . . . =+ = Object features
Open it by right-clicking the logical term + Custonized
. .« « R Layer values
in the class description and choose “Insert Shape
. » Texture
new Expression” from the context menu < Hiorathy
or by double-clicking on the logical ex- Ry Ueodbiedbolees, . o
+#+ FRelations to neighbor objects
PfeSSiOn. A Relstions to sub-objects
1 FRelstions to super-ohiects
= Membership to o
@ Select the desired expression by na- i
= Classification Yalue of
vigating through the hierarchy of He G'D‘JGGI' f:al‘“'es w
[+ = oDal sCene relate
features. To insert the expression, B n Global class related
. . . . (=== Similarity to classes
double-click it or mark it and click @ possibly impervious
the “Insert” button = ol Ingervious
: - @ water
(3 pervious rural area
. . [=-Ef Logical terms
@ When this box is checked the selected S
. 1 . . = and[f]
expression will be inverted (1 — assi- . arlma
gnment value) and linked with a “not” * mean (arthm]
. o w mean [geo.]
expression. 3
W Invert expressmng Close

A

© Insert the selected expression into the
class description.

Layer Properties
Use this dialog box to check and edit the georeferencing information of the imported
image layers and thematic layers. You can also assign an alias for the choosen layer in

this dialog.

Generally, the georeference data can only be edited at the beginning of a new project.
After creating the project, no changes can be made.

To open this dialog box move the mouse into the dialog “Import Raster Layers: Create
Project” and right—click or double-click in the window of the imported image or the-

matic layers.

@ The name of the imported image layer or thematic layer in which the geocoding is
to be edited.

@ X-coordinate of the lower left corner of the image.



Y-coordinate of the lower left corner of the
image.

Geometric resolution.

If deactived, geocoding of the specified layer
is ignored.

Assign a new alias here.

Membership Function

Layer Properties H
M

| (1]

Idessau_blue.bmp

Geocoding
Lower left X o
Lower leftY o
Pinel zize 1
OHD Geocoding I

"Chamnel Atlribute*@—‘

Cancel

In this dialog box the function slope and the values of membership functions are defi-

ned and edited.

This dialog box is opened via a double-click at the class description in the dockable

dialog “Class Hierarchy: Inheritance” or by double-clicking on a feature in the class

evaluation section (register tab) of the dialog “Image Object Information” and “Image

Object Information 2.”

2|
@ The dialog box of object
features without the button o Meaanzas;ue:z_nir ing
“Feature distance.”
© The dialog box of class-related E B ﬂeﬂ

features with the button “Fea-

B X
v

ture distance.”

Wi
. 50.97887324 / 0.25
@ Display of the feature name. i
Bl
) ) B (4]
@ Click here to edit the feature =] l_e 0
. 3
distance. If you use a feature Ed
Minirmum
concerning neighborhood i 5 EE 5
relations of image objects, the ] 4 _.|o ad _»|(J
feature distance is the distance Lethoice? (Eelcrint Ay
. . . Entire range of values: [0...255] o
in pixels between two image 5
. . nit: [MNa urit il:' i
objects. If you use relations to

sub- or super-objects, the fea-
ture distance is the hierarchical

Class: water [3] 0

Cancel

distance in levels.




(3]

o

Initialise the shape of the
membership function here.

Edit the maximum value of the
resulting membership func-
tion.

Edit the minimum value of the
resulting membership func-
tion.

Edit the left border of the tran-
sition zone of the membership
function. The membership
value for the left border will be
assigned to all feature values

less than the left border.

Edit the centre point of the
transition zone of the member-
ship function.

Membership Function i

-2

2]

Feature

Eom:e of possibly impervious super-objects [1]

Feature dlstancg

r N omem = X
A M W W

o O

i Membership function wly
e i Coordinates
value
L
= (8]
4r 9
-

Miimum
walug 0o
Jo [ns fn
@ @ Y
Left border Center point Right border
Entire range of values: [0..1] o
Urit: | Mo unit il:' 'I

Class: uban arem

Cancel

Edit the right border of the transition zone of the membership function. The

membership value for the right border will be assigned to all feature values larger

than the right border.

© This field shows the entire value range of the recent feature.

[10]

Text f

@ The name of the class whose class rules are being edited.



Membership Function Parameters

Use this dialog box to edit the parameters for membership functions computed from
sample objects.

To open this dialog box either:

* choose the item “Sample Editor > Generate Membership Functions > Parameters...”
from the menu “Sample” of the menu bar.

* open the dockable dialog “Sample Editor,” right—clicking and choosing the item “Ge-
nerate Membership Functions > Parameters.”

@ Edit absolute height of membership function  |[TsrSssry=m——— [

here.
OQight / lndento
Height |03 [0

3
06 4
\I
T TN

Eztrapolation

oK I LCancel |

@ Edit indent of membership function here.

@ Edit height of linear part of membership

function here.

@ Edit extrapolation width of membership

function here.

Message Console

This dialog provides information about warnings or other messages from eCognition
concerning the workflow in your project. The message console will automatically come
up whenever an operation cannot be executed. Warning messages are show in yellow;
messages that need user interactions are marked in grey. Hint messages are shown in
green and error messages that immediatly stop the execution of eCognition are shown

in red.
Envionment | Message |
. . Load TTA-Mask  Create classes from conversion table ?[0nly usefull when loading training areas] (Nao)
TO Open thlS dlalog Pfess Load TTA-Mask  Create classes from conversion table ?(0nly usefull when loading training areas) (Ma)
o el ognition Add all classes belonging to this group to curent structure aroup ? (Yes]
the =) }:: bllttOIl from the eCognition Add all claszes belonging to this group to curent structure group 7 (Tes]
. el ognition Delete the existing class hisrarchy ? [Yes)
tool bar of the main ap- eCognition Delete the existing class hierarchy ? [Ves]
. . . eCognition Delete Class Level 3 ? [Yes)
plication window. eCognion  Delete Class Level 2? (Yes)
el ognition Delete Clazs Copy of not impervious 7 (Yes]
eCognition Left border value can't be smaller than minimum value of ange!
. elognition Riight barder walug can't be smaller than left barder waluel
In the left column is eCognition Right border value cant be smaller than lelt bordler value!
. el ognition Left barder value can't be smaller than minimurn value of range!
shown the eCognmon eCognition Right border value carit be smaler than left bordler value!
el ognition Manual Sorting is tuned off
environment which
prompted the message.




The right column shows the output message and - if present - the user’s interaction
with the dialog.

You can clear the console by right clicking on it and selecting “Clean Console”.

Multiresolution Segmentation

This dialog box is used to edit the parameters for eCognition‘s multiresolution segmen-
tation.

To open this dialog box select the item “Image Objects > Multiresolution Segmentati-

on...” from the menu bar of the main application window or click ?l in the tool bar.
@ Displays image layers 21|
in the scene and their NI Leel
Layer name | Layer stddev. | wieight | entiie scene
H H dessau_blue i [Band 1] BE 10
Welghts for segmentation. dessau_green tf [Band 2] &4l 10 gierjevel
. dessau_red.fif [Band 3] 108 10
The Welghts are diiiiiﬁ. ml[Ba?«nn 4] (282) 10
i . dessau_mi tif [Band 5] Q REE] 10
internally standardized to dessau_fif Band 7] [142) 10
1.
e DISPlaYS thematic layers Image layers useghasrg Faeee [

in the scene and whether

R Scale paramet Composiion af homegeneity eiterion —————————————————

they are used or not in é’ fia e T ———

the segmentation process. SR e E o —— [
g p ’7 Normal e' o

. . . .
This register tab is only SRS Smooitviess

available if a thematic ey i Aefeto
1 has b loaded Disgonal pisel neighborhood Gr ClassficationBased [T Levelabove £
ayer has been loade: e e Levelbelow €

into the project.

a Select the level in the Multiresolution Segmentation W 2x|
: . : - Editlaper weigh Leyel
image ObJCCt hlerarChy Layet name [ [ State entie scene
on which the segmenta- londieg e e g

tion will be performed.

@ Use this field to define
the la}’er Weight for the [ Image lapers _Thematic layers UseAIlasra Edit stater] 1

selected Image layers' Scale paramet Composition of ciiterion

Choose 0 to deactivate é 10 e 5 e
. Segmentation mods

the use of a thematic (Wﬂl—d s ——— 5

A o m— Smaothness
layer during segmenta-

tion. Oyenwrite esting level 15| Referto.
Diagonal pikel neighbarhood ol' Classification-Based 7 Levelabove €
Uss ohsolets (V2 1) ssgmentation [ Levelbelow €

©® Use the scale parameter —

to define the resolution




©

of the image object level. Increase the value to create larger image objects. The scale
parameter refers exclusively to the weights of the image layers (weight * scale para-
meter).

Select the desired segmentation algorithm (in most cases “Normal”).

Weight color homogeneity against form homogeneity here. The sum of the weights
is 1. Edit the value for color or shape. The counterpart is fitted automatically.

Use smoothness and compactness to define how shape homogeneity is described.
Increase smoothness to achieve smoother edges of image objects, increase compact-

ness to create image ObjCCtS ofa more compact form.

If you activate this box, an existing selected image object level will be removed and
replaced by the new one.

Enable diagonal 8-pixel neighborhood instead of default 4-pixel neighborhood.

Use obsolote segmentation method of eCognition version 2.1 and lower to create
image objects.

Start the segmentation with current settings.
Select if the multiresolution segmentation shall refer to layer aliases.

Perform multiresolution segmentation only on objects within structure groups of
the level above or below.

Object Table (not available in the LDH version)

In this table information about the objects’ properties is given. The table is also linked

to the image view and Image Object Information dialog. You can sort the objects by

the displayed items. The Items ID, Class and Membership are always shown.

E|
1] | Class | Membership | Mean dessau_bl | Ratio dessau_bl | Min. pisel value | Maw p =
26 Waterbodies  0.83519 61.444 167 [51] 63
25 Waterbodies  0.8471 61.571 0.20771 59 64
24 Waterhodies  0.82671 £0.32 (1.2095 57 66
23 Waterhodies  0.93091 2 261 0217 59 65
22 Waterbodies  0.99923 67.004 022853 63 B4
il Waterbodies  0.97927 B1.538 019162 59 BE
20 Waterbodies  0.90378 615 0.22083 60 64
19 Waterbodies  0.97393 60.508 0.2303 o4 FE I
18 Waterbodies  0.53764 66.9 0.21908 61 79
17 Waterbodies  0.93303 65,667 0.20844 60 76
16 Waterbodies  0.71641 61.429 0.21256 59 64
15 Waterbodies  0.99703 59.295 0.23234 53 a7
14 Waterbodies 1 64.867 0.22286 62 2]
13 Waterhodies  0.95136 £4.868 0.2136 &1 70
12 Waterhodies  0.83639 65143 0.2152 63 9 _Iﬂ
[l »




Options

In the Options dialog you can adjust several general settings for your eCognition sessi-

ons.

To open this dialog, select the item “Tools > Options” from the menu bar.

@ Use the seperator symbol of
your regional windows settings.
If switched . is used.

@ Define the color for skeleton
display.

©® Automatically link new image
windows to the currently ope-

ned.

@ If switched on, the midpoint of
an selected object is displayed.

© If switched on, the outlines of
the sub-objects of an selected
object are displayed.

moptons ________ N 1L |

= General
|

[~ Use regional settings For CS¥ File export
= GUI

Skeleton color [ rR=255G=104,B=32

Don't ask before deleting current level

Auto link new window to active

Render image abject details

@
Render sub objects §
Show warnings s message bax :
Save view ssktings s global
Suikch to dlassfication view after process ccRtion
Q
10}
]

U imic i i e e

Display Uinit
= 1/0
[~ Automatically reload last praject

Pixels

[~ Include image obiects on selection pulygun@ne ‘

= sample Support

[ Play sound on bad sample

= Selection

Carczl |

@ If switched on, all warnings are given as single message boxes.

()

If switched on, the current view settings will be set for all new view windows.

© If switched on, after each classification the view mode “Classification” will be tur-

ned on.

© Shows the current unit used for displaying.

(@ If switched on, after restarting eCognition the recent project will be loaded auto-

matically.

@ If switched on, a sound will be played if a critical sample is taken and the Sample

Selection Support dialog is active.

@ If switched on, also image objects will be selected which are touched by the selec-

tion polygon or rectangle.




Pan Window

The “Pan Window” is used to navigate in large data sets

to allow smooth data handling. To open this dockable dia-
log box, click the item “View > Open Pan Window” from
the menu bar of the main application window or click the

B butron from the toolbar.

@ This field shows the area which has been chosen for
panning. Drag the frame with the right mouse button to

navigate in the image.

Project Info

This dialog box provides information about the
project data and size, and the geocoding header
information.

To open this dialog, choose “Project > Project

Info...” from the menu bar of the main application

window.
Protocol Editor
Use this dialog box to execute, create A |
. . . Operation [ Level | Parameters =
or edit many Workmg steps 1n the = Segmentation 5 Lewel1 (1,0.00,010)
form Ofa I'OtOCOl EL Classification Level 1 clags-related, 1 cypcles
p : WL Classitication Level1  dlasselated, T opcles
EL Classiication Level 1 class-related, 1 cycles
. . . EL Classiication Level 1 class-related, T cpcles
To open this dialog box either WL Classication Levell  classelsted, 1 cyoles
EL Classiication Level 1 class-related, 1 cycles
= Segmentation < Level 2 [1.0.00,0.00 -
. EL Classiication Level 1 class-related, 1 cycles
. « 1y
choose the item “Protocol > Open RL Clsssifcation Lovel2  classrelated 1 cycles
Pr lE i L..” ﬁ- m h men EL Classification Level 2 classrelated, T cpcles
otocol Ed t? f) _t ¢ .e u WL Classification [4)] Level 2 chassrelated. T opeles
bar of the main application window = Segmentation > Level3 (1,0.00,0.10)
. e EL Classiication Level 2 class-related, T cpcles
or click | in the tool bar. e Dlassification Based Fusion Level2
kL Classiication Level 2 class-related, 1 cycles
EL Classification Level2  class-related, 1 cycles
H H !L Clazsification Level 2 class-related, 1 cycles
o « _ L1 ey
ChOOSC the ltem TOOlbarS & Dl bl Classiication Level 2 class-related, 1 cycles
alogs > PrOtOCOl Editor” from the = Classification Based Fusion Level 2
TFL Classification Bazed Object Estraction  Level 2
menu bar of the main application bl Classiication Level2 class-related, 1 cycles
. TL Classification Based New Level Level 2
WlndOW. EL Classification Level 1 class-related, 1 cypcles
bl Classiication AllLevels  classrelated, Topcles =




@ This list displays the steps saved in the protocol. Right-click to open the context

menu.

Items of the “context menu” (right-click):

Execute

Execute stepwise

TR —

Execute from Cursar

Start Recording

L)

Delete Operation

Edit Operation

= Load Protocol... -
D o J= start Recording
Clear Protocal E Load Protocal, ..
Start Recording Record new protocol entries.
Load Protocol Load a protocol file with defined working steps into

the project.

Stop recording Stop the recording process.

Sample Editor

Use the “Sample Editor” to compare image object and sample histograms, to view the
range of the image and sample histograms and to compare with other classes.

To open this dockable
dialog bOX ChOOSC thC Active cla Compare cla;
. « IGlassland General 0 j I[I’]DI’]E] Q j
item “Samples > Open
Sample Editor...” from _ ﬂ

. l |. hean dessau_blue.tif (MN)
thC menu ba[‘ or Clle “ i “ ] [E1.8-117.0] Std.Dev.: 17.59

560 684 808 931 1055 1179 1303 1428 1550

& in the tool bar and
change the input mode |yl Pl

12.0 268 225 413 400 668 G485 T 200

hean dessau_green tif (NN}
| [24.6 - 61.9] Std.Dev.: 12.20

in the menu bar and

combo bOX. I l I ] Mean deszau_red tif (HN)
| [ [15.6 - 70.1] Std.Dev.: 20.20
150 354 355 461 565 688 773 876 030

@ Select the class for e

l Mean dessau_nirdif (NH)
. [
which you want to 130 285 460 X5 70 955 1120 1295 1450

[57.5 - 126.9] Std.Dev.: 26 66

edit or collect samp- Mean dessau_mirtif (NN)

H l h J l I J J [7.4- 127 2] Std.Dev.: 20 27
le ObJeCts' 0.0 zog S04 V13 020 1128 1335 1643 1750




@ Seclect a class for comparison with the active class.

Menu items in the context menu “Sample Editor”:

Select Features

for Display...

Generate Member-
ship Functions

Display Membership
Functions

Display entire
Feature Range

Display Axis Labels
Display Samples from
Inherited Classes

Activate Sample
Navigation
Display Samples

from Inherited Classes

Activate Sample
Navigation

Select features for display S e e e

in the “Samplc Edito[‘” Display Standard Nearest Meighbor Features

dialog.

Generate Membership Functions 3

A‘ll lmage Ob}CCt features |T Display Membership Functions

can be used (form and Display Ente Featurs Range
|T Display fxis Labels

Display Samples from Inherited Classes

texture also).

SCC belOW. u Activate Sample Mavigation

Switch between display of automatically computed
membership functions and no display.

Switch display between whole feature range and sample
feature range.

Switch on or off axis labels.
Shows also samples from sub-classes if there are any.

Activates the sample navigation mode. By clicking on a slot
you become navigated automatically to the first sample of the
slot.

Shows also samples from sub-classes if there are any.
Activates the sample navigation mode. By clicking on a slot

you become navigated automatically to the first sample of the
slot.

Menu items in context menu “Generate Membership Function”:

Compute

Edit / Insert

Delete

Automatic calculation of membership function Compute

from a selected sample feature. Edl et
Delete
Parameters...

Edit or insert a membership function manually.

Delete the membership function of the selected feature.




Sample Navigation

Use ,,Sample Navigation to navigate to samples selected in the ,Sample Editor” or the

»2D Feature Space Plot“ with a single click on the corresponding sample.

To activate the
sample navigation
click the gl button.
Once a sample is
selected the view na-
vigates to the corres-
ponding sample that
will be highlighted

in the image view.

| T B | T T
fSE.B 436 605 Ti4 84
203
bk I ] 4.0 653 TH
9432

If in the “Sample Editor” or in the “2D Feature Space

Plot” there are two or more samples so close together

that it is not possible to select them separately in these

dialogs, it is possible to switch between the samples

with the blue arrows or the pull-down menu.

Sample Selection Information

If samples were already selected for the corresponding classes you can assess the quality

of a new sample with the ,Sample Selection Information® dialog. This way it is easier

to decide if an object contains new information for the description of a class, or if it

rather belongs to another class. For more information see Functional Guide > Classifi-

cation Advanced

Sample

lection Inford§on
1 2

3

T

5

6

Clazs | Membership| Minium Dist.| hdear ist.| Critic:a amples| Mumber af 5amples
rural 0920 [.259 9871 19
impervious surface 0,710 1.063 70,592 1 8
agriculture 0531 1.965 10,078 i] 4
water noig 12,355 16.431 0 4

@ . Class“ describes the name of the class to which the values in the row belong to.

@ .Memberschip“ shows the membership value of the nearest neighbor classifier for

the selected object.



©® ,Minimum Dist.“ shows the distance in feature space to the closest sample of the
appropriate class.

@ ,Mean Dist.“ shows the average distance to all samples of the concerned class.

© ,Critical Samples“ shows the number of samples that are in a critical distance to
the selected class in the feature space.

© ,Number of samples“ shows the number of samples selected for the corresponding
class.

In the first line all values for the selected are class colored in yellow. All classes to which
the selected sample is situated in a critical distance are red. All other classes that are not
in a critical relation are colored green.

It is possible to change the critical sample membership value with a right click in the

window. Select “Modify critical sample membership overlap” from the pop-up menu.
The default value is 0.7, which means all membership values higher than 0.7 are criti-
cal.

Modify Threshold

Enter membership overlap value [0.7]
ok I LCancel |

It is also possible to select the classes you want to display. In this case right click in the
dialog and choose “Select classes to display” from the pop-up menu.



Scale Parameter Analysis

With this dialog you STDI=IEY
control the scale para- Lager weights—o - Display settmgs—e—
meter anal S1S. Layer name [ Layer stddev. [ wieight | =
Y dessau_blue.img 28] oo Edit line width I 2 z’
dessau_green.img 15.4) 1.0
Lo dessau_red img o8 10 Minimum value | 10
To Open th[s dlalog dessau_nir.img [28.2) 1.0
. deszau_mir.img 9.8 10 Maximurn value | 1328
box Select the 1item dessau_term.img a1 oo
« . deszau_firimg 14.2] 1.0
Image ObJCCtS > Scale ol applicable if polygons are
Parameter A al SiS » available for selected level
SIS e S e Apply | Beset
from the menu bar of

the main application Lewvel Composition of homogeneity criterion ——————————————————————
. . r . Level 1 'I I
Color |07
window or click in Smeothness |05

Criterion q
Segmentation mode: Shape(na —'0:
the tool bar. ém ! Compaciness 05

0 Displays image la}" Calculate I i Gigtisics } Cancel I
ers in the scene and

their weights for segmentation. The weights are internally standardized to 1.

© Set displays settings for visualization of merging scale parameters. The settings
play: g ging P g
are only applicable, if there are polygons present.

O Sclect the level in the image object hierarchy on which the analysis is to be
performed.

@ Use this field to define the layer weight for the selected image layers. Choose 0
to deactivate the use of a layer during analysis.

@ Select the desired segmentation algorithm (in most cases “Normal”).

@ Weight color homogeneity against form homogeneity here. The sum of the
weights is 1. Edit the value for color or shape. The counterpart is fitted auto-
matically.

@ Use smoothness and compactness to define how shape homogeneity is descri-
bed. Increase smoothness to achieve smoother edges of image objects, increase

compactness to create image objects of a more compact form.

© Calculates the scale parameters with current settings.

©

Shows statistics of calculated scale parameters.

@ Exports the statistics.



“Scale Parameter Analysis - Statistics”

This dialog gives informati-
on about the statistics of the
potential scale parameters for
all object pairs.

@ Shows the statistical
parameters: Number
of scale parameters,
minimum value, maxi-
mum value, mean value,
variance of values, the
standard deviation and
the modal of the most
frequently occuring
value range.

Shows the distribution
of potential scale para-
meter values. Click on a
slot of the histogram to
see the slots value range
and the frequency of this
value range.

Scale Parameter Analysis - Statistics EHE
— Statistic:
| |
Statistics
MHurmnber Ea80
Mirrmurn 10.m
[GERT 13278
Mean & nes
W ariance 90.83
Std. Deviation 953
Modal 12,46
— Dishribution

% Sum: 6850

40

30% 0

20%

0%

0% LI S S S B B B S B B |

0.0 38
Fange————— [ Frequency
| 19.83-24.74 | 1134

LCloze |

@ Shows the range of the currently selected slot.

@ Shows the frequency of entries in the currently selected slot.




Select Layer

This dialog box pops up every time you have to select image layers, e.g., when you
want to create a new project, or load an additional image or thematic layer into the
project.

Import Image Layers...

Loak in: Ia imperyious j 4= I‘:_“F -

File: namne: I"dessau_term.lif" "dessau_firtif'" "dessau_greer Open I
Files of type: | Tagged Image Files (Geocaded) [* ) = Eancel |
Z

@ To select a new layer mark the file name and click “Open.” It is also possible to
select multiple files at once.

Select Level

This dialog box pops up every time you have to Create TTA Mask from B3

make a selection of image object levels, e.g., when

enlire scene

you want to delete an image object level or create

a training and test area mask from an image object piel lervel

level or create polygons starting from a base level.

@ To select a level mark it and click “OK.”

(i]:8 I Cancel

Select Displayed Features

Use this dialog box to make a selection of one or more features for display of feature
values in the image object information dialog. Open the dialog by right-clicking in the
dialog “Image Object Information”, register tab “Features.”



@ This is the list of all selec-
table features. Double-click
a feature to select it.

@ This list displays the selec-
ted features. Double-click a
feature to deselect it.

Select Features for Statistic

Use this dialog box to make
a selection of one or more
features for the purpose of
display of feature values, sta-
tistical analysis or export.

@ This is the list of all
selectable features.
Double-click a feature
to select it.

@ This list displays the
selected features. Doub-
le-click a feature to
deselect it.

Select ID Column

% A Rilatons b subobiects
% & Felations i supes chcs

I
[Srit Fontimres e Satistic alx
=+ Dtyect loshwns. * Olbyoct feshees
e Cuslosaed = M Lo s
= ol Layer vauss =+ Memn
e Sidder 1 desamn_bhatimg
e Rsio L desen_redimg
e Min poel vk densin_greening
s = Max pinel ol dersou_re.img
5 e by resighibery dersou_maimg
3 b npeschiect LTt
%‘i‘ 1 eans dezsany_fr.mg
o By Shape [ Bnghiness
B Tashse o Lo MmOl 9
4% Hasrchy + &
- o Clast-nelated fastuss
ot s Fhelitionis b nesghben cbpscti
oo Fhelasions b sub-objects
- & Pelations bo super-obiects
W w Membersh to
3w Clasied 22
[ ¢ Claseoton Vakes of
] S|

If you import a thematic layer into your project and eCognition does not find an ap-

propriate column with the caption ID in the respective attribute table, use this dialog

box to determine the column containing the polygon IDs.

Select the caption of the column containing the polygon ID from this drop-down

menu.



1
Select ID column Select ID column EHE

Cannot find '10° calurnn in attribute table Cannat find '10° column in attribute table
TTaMaszk_ dessau.tat TTaMask_dessau.bat
Please ingert 1D-column heading: Fleasze inzert |D-column heading:

-ROW-HNUMEER-

ak Lancel |

Select Operator for Expression

Use this dialog box to edit a logical operator in Select Operator for Expression K E3

the “Class Description.”

— Dperator.

Right-click on a logical expression in the class

description and choose the item “Edit Expression” mean [arithm.) o
mean [geo.]

in the context menu.

@ List of all available logical operators. To select

an operator, mark it and click “OK.”

oK I Caneel




Select Single Feature

Use this dialog to select a single fea-
ture from the feature list.

This dialog is opened when you have
to select a single feature, e.g.,“2D
Feature Space Plot” or if a new ex-
pression should be included in the
class description.

@ To select a feature from this fea-
ture list, double-click it or mark

it and click “OK.”

Select Feature for Y Axis

- = Object features

- Layer values

Mean

LT Brightness

LT odensetif (1]
L ndense.tif (2]
¥ odense.tif (3]
BT odense.asc

- = Stdev

- = Ratio

[H--+#+ to neighbors

F- § to super-object o
EH-F toscene

Ly Shape

B Texture

& Hierarchy

El- = Class-related features

-+ Felations to neighbor objects
£ Felations to sub-objects
H- & Relations to super-objects
H- = Membership to

H.- w_[Clazsified az

- -

gl
-
-

W e W e N e O

]

=

Cancel |

Set Nearest Neighbor Function Slope

The basic effect of the function slope is to increase or decrease the distance an object

may have from the nearest sample in feature space while still being classified.

Set Hearest Neighbor Function Slope

Membership value at standard deviation Im ‘ '

o]

Cancel |

@ Degree of membership function at the distance of 1 from image object to sample

object. Larger values result in more classified objects.




Statistics

Use this dialog box to calculate statistics of classes using the image object features.

To open the dialog box choose the item “Tools > Statistics...” from the menu bar of the

main application window.

@ Select the image
object level for
which the stati-
stics have to be
calculated.

Select the statis-
tics type.

Check these but-
tons to select the
operations that
will be performed
on the feature
values.

This field lists the

classes for which

— Setting: Image Object:
’7 ¥ Mumber ™ Relative number [)

Image object level
’7 Level 1 =

i Feature Operations

@ Urban Impervious
Rural

{7 Rural Grassland
{0 Waterbodies
Urban

-~ Utban Impervious

Select classes n,

Statistic lype I Sums ™ Relative sums (%)
“m W Means I™ Standard deviations
I” Ranges
r~ Clagse: - Feature:
E|. Impervious General Area

Mean dessau_fir.img
Mean deseau_red.img
Stddew deszau_term.img

— Save filename

IStatistics

Shaow statistics |

Save statistics... | Clase |

feature statistics
will be calculated.

© Click here to edit the class list above.

@ This field lists the features used for the calculation of statistics.

@ Click here to edit the feature list above.

© In this field write the name of your statistics export file.

© Click this button to display the statistics.

@ Click this button to save the statistics to an ASCII file.




Subset Selection

This dialog enables the graphical and numerical selection of image subsets. Only during
project creation can this subset definition be made. To invoke this dialog chose “Subset
selection” in the “Import Raster Layer: Create Project” dialog.

o Dlsplay the imagC Subset Selection [ 21
and graphical

subset selection by
clicking and hol-
ding the left mouse
button at the
upper left corner
of the subset and
dragging to the
lower right corner
of the subset.

® Minimum X value

of subset.

©® Maximum X value
of subset.

@ Minimum Y value

of subset.
. i~ Subset
© Maximum Y value Minimum3, [143 Masimum % [421
of subset. Minimum 't [142 Maximum ¥ (353
e Resolution of acti- - Resalution Scene size————————— ~Aclive jmage layer
. 1 272 21 dessau_blue.img =
ve image layer. I 6 [ a =

™ Usze geocoding for subset

Cancel

o SCCHC SiZC Of subset ™ Stare subset in awn filez)

in X direction.
@ Scene size of subset in Y direction.
© Name of the active image layer.
([ Check to use geocoded coordinates.

@ Check to store the subset in an own file



System Info

This dialog box provides information about the

o Do P (27 7] g 20 20002
hardware and software status of the computer s
prierir e AR |-y
system. Posk Pryicaimmon Usage bt
DHHUIGNMM umed slocaied pesk
. . « » I;-\-muHu-ulv L 1008 1.00 M8
To open this dialog choose “? > System Info... e By lie i
v Qo =i o, me
from the menu bar. o 5 e ine
Toneian b
Irinarad Cacha 10600 -1 )
@ This field provides information about the il R
Cagrien ERDAS dver 1 3 [13
hardware and software of your system. Sy O
e
2 .
dover v122 o
@ Edit the folder for storing temporary files. L R .
This can only be done before loading any pomei il o
gen ¥ oid
o DBt driver ¥1.0 [
data. wCogninn LAOAS dwer 1.3 [
Hunock AP wm
prarersoill 4

! E’ Bk o e | e I

User Information

This dialog box provides information about the 2l
current uset, company and copyright. User name: ~ [1ohn O Public

Company IJnhnG Public: Inc
To open this dialog choose “Project > User In- Copyight [2303 -Jokn 0. Pl e

-
formation” from the menu bar Carcel |

View Settings

This dialog box is eCognition‘s central visualization tool.
To open this dockable dialog box either

+ click the button 8| from the tool bar.

* choose the item “Toolbar & Dialogs > View Settings” in the menu bar of the main
application window.

@ Sclect the view mode with
. . « 5 Maode Layer Q E 0 i
right-click on “Mode”. o R N

Image Data Pixel

.« e
Choose among. Layer, Outlines zmoothed 0
Samples, Classification,
Classification Stability, Best

Classification Result.”

dessau_nir.tif




@ Select layer with right-click on “Layer.” Choose among “Image Data, TTA Mask
and Thematic Layer.”

@ Select image data. Switch between “Object mean and Pixel.”

@ Before displaying outlines you have to create polygons first. Select the outline dis-
play. Choose between outlines (raster/smoothed) or no outlines.

© Color display-equalizing mode (Double-click to change values in the “Edit Layer
Mixing” dialog).

Layer color mixing (Double-click to change values in the “Edit Layer Mixing” di-
alog).

Double-click: opens dialog “Edit Highlight Colors”.

Double-click: opens dialog “Edit Layer Mixing”.
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/7 GUIDED TOURS

This section of the user guide serves as an introduction to the handling of the softwa-
re by means of different examples. You will find different types of data showing the
multitude of applications eCognition can be used for. The guided tours cover all the
important features of the software. Links to the “Concepts & Methods” chapters will
be provided for you along the way. Following them will give you more information on
the new terms and techniques you encounter.

Tour 1: Landsat TM subset of Orange County, California.......................... 379
Keywords: Multiresolution segmentation, sample objects, nearest neighbor
classification, training and test areas mask, feature space optimization

Tour 2: Analysis of the degree of urban impervious surface ...................... 402
Keywords: Training and test areas mask, classification-based segmentation,
multilevel classification, utilization of scale-dependent information,
accuracy assessment, export of thematic layers

Tour 3: High resolution aerial scan. ... 432

Keywords: Membership function, digital surface model, thematic layer,
class-related features, border optimization

Tour 4: Radar image of a tropical rain forest in Kalimantan, Indonesia .............. 460

Keywords: Sub-object line analysis segmentation, line features based on
sub-objects

Tour 5: Aerial Photo and LIDAR surface model of Odense (Denmark) .............. 470
Keywords: Customized features, automation of operations, multiple
window functionality, classification-based segmentation

If you have problems working your way through one of the guided tours, remember
that cross-reading between the explanatory chapters and the tour you are working th-
rough is a helpful way to make yourself more familiar with eCognition's features.



Tour 1: Landsat TM subset of Orange County
(California, USA)

In this exercise you will perform a nearest neighbor classification on a LANDSAT TM
database. Nearest neighbor classification makes it easy to achieve classification results
quickly without much effort: click and classify!

In this exercise you will learn how to:

* load and display raster data,

* perform an image segmentation,

* create a simple class hierarchy,

* insert the nearest neighbor classifier into the class descriptions,

classify,

perform classification quality assessment.
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Loading the raster data

1. Start eCognition and choose “Project > New...” or click EI in the tool bar.

2. Navigate to the directory “...\data\orangecounty\,” select the five tif-files at once by

holding down the SHFT-key, and then click “Open.”

Import Image Layers...

|
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Suchen in:

EE

& &l [EE

Drateinarme:
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5. Open the “Edit Layer Mixing” dialog (in the view menu “View > Layer Mixing...”
or click @] in the tool bar), apply a histogram stretch and a three layer mix as
shown below.

Edit Layer Mixing HE
Image Layer F |G |B

or_subset_blue. tif

or_subset_green b )
or_subset_red tf )

or_subset_nir. tif

or_subset_mir.if

— Equalizing

I Hiztogram j

e

¥ Auto update
¥ Mo channel weights ok Cancel | Apply |

6. Click “OK.” The
following view is

displayed.




7. Open the “Edit Highlight Colors” dialog in the
“View” menu or click @I and change the “Se-
lection color” to red and the “Outlines” color

to black.
8. Click “OK.”

The raster data is now imported and visualized.
Right now only the information provided by the

Edit Highlight Colors ] 2]

Selection color I -
Outlimes / Polygons m =

™ Pairt non-sample objects [ |
™ Pairtunclassified objects [ ]

Apply colors to
Allviews | Actlveylewl Cancel |

single pixels can be used. To create image objects by grouping pixels, the segmentation

process must be started now.

Creating image objects

1. From the “Segmentation” menu choose “Multiresolution Segmentation...

in the tool bar.

>

> or click

Note! Remember one basic rule when segmenting an image: Create image objects

as large as possible and at the same time as small as necessary.

2. Edit the segmentation parameters as shown below. Note the layer weights of the

bitmap files indicated to the right of them.

3. Click “Start.”

ulresoluion segmentation 20
— Edit laper weighl  Level
Layer name | Layer stddew. | “wieight ehtire scene
or_subeet_blue.tif [Alias not assigned] [7.9] on
or_subset_green tif [4lias not assighed] 4.9] 1} pisel level
or_subget_red tif [Aliaz not aszigned] [2.5) 1.0
or_subset_nir.tif [Alias not assigned)] [10.6] 1.0
or_subset_mir if [4ias not assigned] [11.6] 10

Image layers I Use Az~ Edit waights:l

Scale parameter Compaoszition of homogeneity criterion:
I 10
Shape Factor '—J— 0z

— Segmentation mode:

04
INorma\ j' Compactness

J' 0g

Smoothness

Mvervrits esting level

Use obealete [V2.1] zegmentation

B
Diiagonal pixel neighborhood M Classification-Based
]

Referto
= Levelabove €
Level below G

LCancel |




4. Create polygons to view the outlines of the image objects (“Polygons > Create Poly-
gons” or click QI and select the level the polygons are to be created on).

5. Adjust the “View Settings” dialog to display the segmented image as “Image Data”
showing the “Object mean” values with “smoothed” outlines.

6. To toggle the display of the image data between object mean values and pixels or to

show or hide outlines, click B| or & respectively.

Now you have created a simple image object hierarchy consisting of one image object
level. A great variety of information can be derived from each object for classifying the
image.

Creating a knowledge base by means of the class hierarchy

1. Select “Open Class Hierarchy...” from the “Classification” or “Class Hierarchy” from
the “Toolbars & Dialogs” menu or click [f&].

Four classes will be distinguished in this exercise: impervious surface, water, agriculture
and rural. The first thing to do is to define the class names and class colors.

2. Be sure you are in the “Inheritance” register.



3. Create the classes impervious surface, water, Class Hierarchy ]

agriculture and rural as shown here. Select
“Classification > Edit Classes > Insert Class”
in the menu or right-click in the dialog box

() impervious surface
. water
) agriculture

@ rural

and select “Insert Class.”

Inserting the classifier

4| 7¥ [ Inheritance 4 Groups s Structure

eCognition offers two different classifiers:

nearest neighbor and membership functions.

This example is a nearest neighbor classification. Before you insert the standard nearest
neighbor expression into the class descriptions, define the feature space in which the
distance between image objects is calculated. In contrast to the normal nearest neigh-
bor, the standard nearest neighbor exists only in one definition in a project and there-
fore uses an identical feature space in all class descriptions in which it is contained. If
you change the feature space of the standard nearest neighbor at any place, it will be
changed in all the other places where it is used, too.

1. Select the menu item “Classification > Nearest Neighbor > Edit Standard NN Fea-
ture Space...” in the menu bar.

2. You will notice that in the right window the mean values of the five layers have
already been selected by default. Since this feature space will be adopted, just click
“OK.”

Note! Always try to describe a class with as few features as possible. The use of too
many features in one class description causes an immense increase of overlaps in
the feature space, complicates classification and reduces transparency significantly.
However, if you have to use a larger number of features, the use of nearest neigh-
bor as classifier is advisable. The correlations in a multidimensional feature space
can be handled much better by nearest neighbor than by membership functions.



Edit Standard Nearest Neighbor Feature Space
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3. Open the “Class Description” dialog of the class impervious surface by double-cli-

cking it.

4. Double-click the logical expression “and

(min).”

5. Navigate to the expression “Standard ne-
arest neighbor” and insert it into the class

description.

6. Close the “Insert Expression” dialog if

necessary.

Insert Expression i

5]

*2 Standard nearest neighbor

W Mearest neighbor
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7. Click “OK” to close the “Class
Description” dialog.

8. Repeat the last step to insert
the standard nearest neighbor
into the remaining class de-
scriptions.

As an alternative, the standard
nearest neighbor can also be
inserted by choosing the menu
item “Classification > Nearest
Neighbor > Apply Standard NN
to Classes....”.

Declaring sample objects
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Class Description [ 7] x]

i ervious suface =]
| —

- * Contained
=
£ %* Standard nearest neighbor
- Mean or_subset_blue.tif
Mean or_subset_green.tif
Mean or_subset_red.tif
Mean or_subsel_nit tif
e Mean ar_subset_mir. tif
*,, Inherited

Nearest neighbor classification in eCognition is similar to supervised classifications in
common image analysis software. You have to declare training areas, which are typical
representatives of a class. In eCognition such training areas are referred to as samples or

sample objects.

Edit Layer Mizing

1. To make identification

Imags Layer

or_subset_blue. i

of image objects ea-

or_subset_green tif

sier, change the view

or_subset_red tif

from “Object mean” to

or_subset_nir if

“Pixel” and activate the
“Outlines” in the “View
Settings” or with the cor-
responding buttons.

2. Change the layer mixing
as shown here.

or_subset_mir.tf

386




In this view, most of the objects can easily be identified. Objects representing agricul-
tural areas appear bright green, impervious objects appear purple and violet and are
characterized by a high degree of texture. Water objects appear dark, but do not mix
them up with shadow objects caused by the mountainous terrain in the lower left part
of the image. All of the remaining objects represent rural areas. Rural areas consist of
land coverage with very diverse spectral information. Consequently, 7ural is a very he-
terogeneous class. Nevertheless, eCognition‘s nearest neighbor classification can handle
such heterogeneities.

3. From the “Samples” menu select “Open Sample Editor...” or click 4] in the tool
bar.

4. Choose “Select Samples” from the “Input Mode” menu. If you do this step first, the
“Sample Editor” opens automatically.

The sample editor displays five diagrams for feature values. The features are the mean
values for each channel. Thus, the feature space displayed in the sample editor is iden-
tical to the standard nearest neighbor feature space. The “Active class” selection box in
the upper left corner of the sample editor lets you choose the class you want to enter
samples for. The sample feature values can be compared to those of another class by
choosing a different class in the “Compared to” selection box.



5. Change the “Active class” to agriculture by selecting the class in the respective selec-

tion box or by clicking on the class in the “Class Hierarchy” editor.

6. Click a sample object sarple Edtor HE|
for the class agriculture et FEEEeGE
gr . | agriculture j I[nona] j
With a single-click, the !
. J Mean or_subsel_blue £if (NN}
sample editor marks the $ [55.2 - 57.9] Std.Dev: 1.31
97 145 760 905 050 119.5 1240 1485 1620
L .
object’s values with red 563
M bset, Ltif (MM
arrows for each feature. | b bl e
. h 15.0 5 320 405 490 575 660 V45 830
Simultaneously, the 22.1
content of the ,Sample l a0y
- 23.7] StdDew.: 1.
Selection Infpormation“ 130 ‘k 1383 624 B55 786 Q18 1048 1180
24z
ChangCS- l Mean or_subset_nirdif (NM)
18- 47 6] Std Dew: 273
a0 03 315 540 6853 T84 878 990
. 475
7. Mark the object as
i J Mean or_subset_mir4if (NN)
a sample object by i [1.1-17.6] $td Dew.: 2.05
. . 30 14 M6 368 480 8593 T0S 818 Q30
double-clicking or 181

SHFT-clicking on it.

The feature values of the sample object are now displayed by additional marks in the
histograms.

When collecting samples, start in the first step with only one or a few samples for each
class, covering the typical range of the class in the feature space, especially when it is
heterogeneous. Otherwise, its heterogeneous character will not be fully considered. If a
choosen sample is in feature space critically close to samples of other classes it is mar-
ked red in the “Sample Selection Information”. To locate critical samples in the image
switch on the “Sample Navigation” by clicking . You become automatically naviga-
ted to the appropriate sample in the image view as well as in the “Sample Editor”. Use
the blue arrows of the “Sample Navigation” bar to switch between a critical or a closest
sample and the currently selected object. In the “Sample Editor” also the samples of the
critical class are shown as the comparison class. To reselect the currently selected object,
click on the gray marked sample in the “Sample Selection Information” and choose
“Current”.

Mearest hd I g B | Kl [ Minimum Dist, | Mean Dist.| Cilical Samples | Nurbet of Samples
| agriculture 0434 2891 4451 2
aF st
impervious 0335 3402 4383 o 3
water 0me 12809 13088 o 2

When training a nearest neighbor classification manually, start in the first step with
only one or a few samples for each class, covering the typical range of the class in the
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feature space, especially when it is heterogeneous. Otherwise, its heterogeneous cha-
racter will not be fully considered. In this chapter you will learn how to improve the
classification in further steps.

Note that the distribution of a class does not need to be continuous when using nearest
a neighbor classifier! This makes it, for instance, possible to summarize all different he-
terogeneous appearances of agriculture in one class.

9. Repeat the declaration of samples for the remaining classes water, impervious surface
and rural. Insert two or three sample objects for each class. Do not forget to select
the appropriate class as active class.

Training areas for the nearest neighbor classification are determined by assigning samp-

le objects to them. Now the first classification will be performed.

Classifying the image objects in the scene

In the previous step you have defined the feature space and an initial set of samples for

the nearest neighbor classification. You have thereby completed the knowledge base.

The following step is to classify the image objects in the scene.

1. You could now edit the parameters for the classification process. As there currently
exists only one image object level and there are no class-related features used in the

class descriptions yet, you can classify without class-related features.

2. Click M| in the tool bar to start the classification process.

3. Change the view to display the classification result (click E) and deactivate the
outlines.
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Since the outcome of the classification depends on the chosen samples, your modified
image might look slightly different from the one shown above.

The result so far looks promising, but there is certainly a need for further improve-
ment. Notice that on the one hand there are objects that are not assigned to any of the
classes, and on the other hand there is a relatively large number of objects that have
been classified incorrectly, especially the objects classified as water in the lower left part
of the image. In addition, too many objects are classified as impervious surface.

These inaccuracies will now be corrected in iterative steps by assigning typically wron-
gly classified image objects as samples to the right class.

4. Change to the class you want to work with.
Make sure that “Select Samples” in the “Input Mode” menu is still active.

5. Change the view back to the samples, pixels and outlines. To facilitate your work it
could be helpful to open a second window that shows the classification result and is
linked with the first window (“Window > New Window” and “Window > Link all
Windows”).

6. Assign one or two unclassified image object samples to the class they belong to by
double-clicking them. Do this for every class it is necessary for.

7. Assign one or two incorrectly classified image objects samples of the correct class.
Again, do this for each class it is necessary for.

8. Reclassify and display the classification result without outlines.

The new classification result looks
better, but there is still room for impro-
vement. Thus, continue to edit sample
objects.
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9. Repeat inserting unclassified objects as samples and declaring incorrectly classified
segments objects of the correct class. Classify again and check the result.

10. Repeat the cycle of sample assignment and classification until you achieve a satis-

fying classification result.

In fact, this procedure of iterative improvement of the nearest neighbor classification
leads to a differentiation of the borders of the class distributions in the multidimensi-
onal feature space. Starting with a few samples and adding only necessary samples in
subsequent steps is a very efficient way to come up with a successful classification. This
is supported by the pleasing characteristics of the nearest nighbor classifier of not re-
lying on a continuous, Gaussian distribution and of being able to detect even complex
shaped distributions in the feature space exactly.

In turn, let us assess the classification accuracy with objective methods for testing.



Checking for each image object the best class evaluation result (best
classification result)

1. Select “Accuracy Assessment...” Tl e
from the “Tools” menu. :
— Setting:
—Image object level
2. Select “Best Classification Result” | Level1 =
as statistic type. < i e

In eCognition, classified image ob-

jects are not only assigned to one

class or not; you also get a detailed
list with the membership values of

each of the classes contained in the
class hierarchy. An image object is
assigned to the class with the highest
membership value, as long as this

highest membership value equals

at least the minimum membership Select clazses |

value, which you can edit under

— Save filename

“Classification > Advanced Settings >
accuracy

Minimum Membership Value....”

Save statistics | Show statistics | Lloze |

It is significant for the quality of a

classification result that the highest membership value of an image object is absolutely
high, indicating that the image object attributes are well suited to at least one of the
class descriptions.

Using nearest neighbor classification, a high membership value indicates a close dis-
tance to one of the given samples. For each image object, the best classification result
could be increased for nearest neighbor classification by increasing the nearest neighbor
function slope. However, the following section describes how this would decrease clas-
sification stability.

N .. »
3. Click “Show statistics. 1 Best Classification Result HE3

Class | Dbiects| Mean| Sthev| Minimuﬂ Maximum
impervious surface BO3 08 0172 0103 1

water 30 0.9s 00327 0831 1

agriculture 273 0.898 0105 0252 1

rural 2137 0872 0118 0186 1

" reduce
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The statistics are displayed as a matrix. To see the graphical presentation you have to
open the “View Settings” dialog and click on “Mode” to change the view mode. The
graphical presentation indicates the assignment value of each object on a color palette
ranging from red (low value) to green (high value). Your results may differ from the
ones above, since you most likely selected different sample objects.

anriculture 0L.88; sample: none

4. Move the mouse over an image object to get information about the best
classification result.

As you can see, the best classification value for most of the objects is significantly high.
There is only a small number of objects with a low assignment value, the minimum

in this example is 0.103. The information can be used to check these particular image
objects. The class mean values and standard deviations show that only a very small
number of objects were classified with such low membership values. All in all, the class
assignments are significant.

5. If you want to export these statistics as an ASCII file, click “Save statistics.”
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Checking the classification stability

Membership values are not membership probabilities, i.e., they do not add up to

100 %. For this reason, a high membership value to a certain class does not necessarily
indicate definite membership in this class. If there is only a low difference between the
best and the second best membership value, the classification result is relatively unclear.
This difference can be checked for all image objects of one level under “Classification
Stability” in the dialog box “Accuracy Assessment.”

1. Open the dialog “Accuracy Assessment.”

2. Select “Classification i Classification Stability
Stability” as statistic

type. impervious sutace 608 0209 0000207 1
30 0.0335 00176 0.147

. . 273 0192 00014 1

3. Click “Show statistics.” eaberd 01g 0.000508 1

. L
rural. 93.39% agriculture: 83,59% (3.40%
b

. F =

For each class, the classification stability is statistically computed over all image objects
in the scene.



4. Move the mouse over image objects to achieve information about their exact classifi-
cation stability.

Most image objects have a clear difference between the best and the second best class
evaluation. They are therefore assigned distinctly.

When using nearest neighbor as a classifier, image objects often have high membership
values for more than one class, depending on the nearest neighbor function slope,
which calculates the fuzzy values depending on the distance of an image object vector
to the nearest sample vector in the feature space. Many objects second-best assignment
is nearly as good as their best due to the fact that the feature description in the classes
overlap. The reasons are low distances of samples for different classes in the features
space. For these objects the classification stability is not very high. The average clas-
sification stability can be easily improved by using a lower nearest neighbor function

slope.

However, a change in nearest neighbor function slope only influences the absolute
membership values and the relative distance between them (classification stability), but
not the sequence of the membership to classes depending on the membership values.
Classification stability is, therefore, not of decisive significance for the evaluation of a
nearest neighbor classification result.

A better differentiation in terms of classification stability can be achieved by using
membership functions as a classifier. However, classification based on membership
functions is not nearly as able to perform such a differentiation between classes in a
multidimensional feature space as nearest neighbor classification is able to do.
Checking the classification results against predefined test areas

Loading test areas

1. Select the menu item “Samples > Load TTA Mask...” (training and test areas mask).
In eCognition the term “test areas” is equivalent to TTA mask.

2. Choose the file “TTAMask_oc.asc” as the actual TTA mask.

3. Choose the file “TTAMask_oc.txt” as the conversion table.

4. Do not create classes from this conversion table (a class hierarchy has already been
created).



The (predefined) TTA mask is now displayed in the document window.

Note! If you load a TTA mask into your project you do not automatically create
samples from it. The declaration of samples from the TTA mask has to be done
explicitly by choosing the menu item “Samples > Create Samples from TTA
Mask....”



Linking classes with test areas

1. Select “Edit Conversion Table...” in the
“Samples” menu.

2. If there is no or no correct connection
between TTA mask entry and linked class,
unlink with the corresponding button and
afterwards right-click on the TTA mask
entry to choose the class to be linked with.

3. Repeat these steps for the classes warer, ag-
riculture, rural and impervious surface.

Conversion Table

(21
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Comparing the test areas with the actual classification

1. If necessary, open
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The error matrix provides class-specific statistics. The number of pixels the training

and test area mask (TTA mask) contains is given for each class. For the class water,

the recognition rate is 100 %. There are objects among the class r#rz/ which have been

classified incorrectly (respective to the TTA mask). A total of 6636 rural objects were as-

signed to rural. 485 were assigned to impervious surface. The objective of the classifica-

tion quality assessment has been met when the classification results can be regarded as

significant. There is always room for improvement by repeating the process of declaring

new samples and classifying. For more information see Functional Guide > Accuracy_

Assessment.



Define an optimal feature space

Besides the pure layer mean values, eCognition offers far more features to define classes
or feature spaces. To find a well suited feature combination to separete your classes in
conjunction with a nearest neighbor classifier, you can use the feature space optimi-
zation tool by clicking the il button. Make sure that you have collected samples for
each of your classes to separate by scrolling through the “Active class” scroll bar in the
“Sample Editor”. You should see several samples for each class. Than call the “Feature
Space Optimization” dialog.

Feature Space Optimization

[~ Classes ~Features

@ impervious surface
@ water
) agriculture

tural

Select Classes {Gelect Featun I
Mumber of selected features: [0

~ Optimized Feature Space ~ Opimi
Best separation Image object level -
distance - Ll
Dimenzion Maximum dimension 5

Show Distance Maml

Calculste
Llose
Create the feature space to be reduced to an Selected

optimum dimension by clicking the “Select
Layer values

= Mean

L7 or_subset_blue.tif
or_subszet_green, tif
or_subszet_red.if

Features” button. Choose from the upcoming
dialog all layer mean values, except “bright-
ness” and “Max.Diff.”, all layer standard

deviations and all ratios: er_subszt_nir.tf
L7 or_subset_mir tif

[l Stdev

You will see, that your initial feature space G-« Ratin

has a dimension of 15. In order to take all
feature permutations into account enter in
the edit control “Maximum dimension” a value of 15 and click “Calculate”. Compare
the old feature space described by the layer mean values to the newly created: Select in
the “Features” window all mean values and click on “Show Distance Matrix”. The ma-
trix shows the distances of all samples of all classes within feature space.



- Features
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You can see that some classes are hardly to distinguish by only regarding the spectral
mean values. Press “Advanced” to get more information about the optimized feature
space:
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Summary

In this exercise we

* loaded raster data into a project,

¢ performed an image segmentation,

e created a class hierarchy and inserted the standard nearest neighbor as classifier,

¢ declared sample objects as initial points for a nearest neighbor classification and fea-
ture space optimization,

* performed a nearest neighbor classification: click and classify,
* examined the accuracy of the classification result using different methods.
* and created the best separating feature space

If you are comfortable with using these tools, move on to the next exercise. Repeat
steps in this part of the tour if you do not feel too sure about them.






Tour 2: Analysis of the degree of urban impervious
surface

The focus of this exercise lies on the use of multiscale information extracted from diffe-
rent image object levels which differ in resolution. The database is the same as used in
the chapter “Take the Plunge.” The goal is to create a map which shows the degree of
urban impervious surface of the town of Dessau.

In this exercise you will learn how to:

* perform a classification-based fusion of image objects,

* build an image object hierarchy consisting of several levels of different resolutions,

* prepare sub-scale and super-scale information for a final classification,

* classify using sub-scale and super-scale information,

* use eCogpnition’s statistics tool,

* export objects as a thematic layer.

Lewvel 1
. completely impervious
Level 2

Courtesy of Ministry of Environmental Affairs of Sachsen-Anhalt, Germany



This exercise will begin with the recovery of the classification created in the chapter
“Take the Plunge.” As the same class hierarchy and identical samples are needed to
achieve an identical classification result, the appropriate class hierarchy will be loaded
along with the samples.

Loading raster layers

1. Start eCognition and choose “Project > New...” from the “Project” menu or click

EI in the tool bar.

2. In the Dessau sample folder open and visualize the respective raster layers as descri-

bed in “Take the Plunge.”

Creating image objects

1. Choose “Multiresolution Segmentation...” from the “Segmentation” menu or click
in the tool bar.

2. Edit the segmentation parameters as shown below. They are identical to those used
in “Take the Plunge.”

Multiresolution Segmentation 2=l

— Edit layer weight: —Lewvel
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Your view window should now display a segmented image which is identical to that in

“Take the Plunge.”



Loading the class hierarchy
1. Open the class hierarchy window by clicking the [f&] icon or selecting “Open Class
Hierarchy...” from the “Classification” menu or “Class Hierarchy” from the “Tool-

bars & Dialogs” menu.

2. Select “Load Class Hierarchy...” from the “Classification” menu (alternatively right-
click in the “Class Hierarchy” dialog and choose “Load Class Hierarchy”).

3. Select “...\data\impervious\dessau.dkb” as your class hierarchy file and open it.
The class hierarchy created in “Take the Plunge” has now been imported along with
the identical samples into this project.

Classifying the image

Edit the classification parameters as shown in “Take the Plunge” (class-related features

enabled, five classification cycles) and click il

In the pictures below, the classification of “Take the Plunge” has been recovered. Na-

vigate through the hierarchy of semantic groups using the green arrows 4= = in the
tool bar.

o AN e - . Py 2 / A o
Our main interest is the urban area, which is where urban imperviousness has to be ex-
pected. In contrast to the previous examples, not only will a thematic map be created,
but a map showing the degree of urban imperviousness. This time, information from
different segmentation levels has to be used. The first step is creating a reasonable hier-
archy of image objects. Each of the image objects created knows its neighbors as well as
its super- and sub-objects along with all their attributes and class assignments.



Editing the structure groups

The structure groups have already been defined in the imported class hierarchy. The
following steps explain how to edit them manually.

1. Switch to the “Structure” register in the “Class Hierarchy” editor.

If necessary, execute the three following steps:

2. Create a structure group consisting of all urban classes. To create a new structure
group, drag a class and drop it over the text “New Structure Group.” To add a class
to an existing structure group, drag and drop it over an existing structure group.

3. Create a new structure group consisting of all rural classes.

4. Create a new structure group consisting only of the class Warerbodies.

The following images show two equivalent definitions of these structure groups.

Performing a classification-based fusion

In classification-based fusion, all neighboring objects that belong to the same structure
group are combined to larger objects. In this example, lengthy objects can be expected
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for water bodies, very large objects for rural areas, and medium sized objects for the the
urban areas.

1. Select “Classification-based Segmentation” from the “Segmentation” menu or click

@ in the tool bar.

2. Activate the check box “Merge image objects in selected level” since the old segmen-
tation is not needed any more.

3. Click “OK” to start the fusion.

The view above shows the merged image objects. They are still classified, since the new
image objects are based on the former classification. However, the old class rules can-

not be applied to the new segmentation any more.

4. To get an impression of the new image objects’ sizes, mark an arbitrary object or
create polygons by clicking the [@] icon or choosing “Create Polygons...” from the
“Polygon” menu to display the object outlines.



Deleting the classification
The latest classification provides the knowledge base for the fusion of the image objects
to larger, meaningful objects. After performing that fusion, the old classification is no

longer needed.

Delete the old class hierarchy (“Classification > Delete Hierarchy”).

The result is displayed in the image below.

Creating the new image object hierarchy

It is reasonable to create an image object hierarchy consisting of three levels: On the
highest level only three classes will be distinguished: urban areas, which are the areas
of interest, rural areas that are not impervious, and water. This highest image object
level already exists due to the classification-based fusion. The objects in this level will
become super-objects of all the objects in the two lower levels. Their classification will
be used for the classification of the sub-objects by determining whether they belong to
a possibly impervious or not impervious area.

The lowest level should be segmented in a very high resolution. The objects should
be small enough to represent areas that are fully impervious. The level in the middle



should be segmented in a way that its objects represent areas that appear homogeneous
in their degree of urban imperviousness.

Creating the lowest level of the image object hierarchy (level 1)

1. Open the “Multiresolution Segmentation” dialog (“Segmentation > Multiresolution

2. Edit the segmentation parameters as shown below.

Multiresolution Segmentation I 21x|

— Edit laper weight — Lewel
Laper name | Layer stddev. | “wieight | entire scene
dessau_blue.img [Alias not azsigned) [9.6] 00 new level
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Note that the segmentation was only performed on the near infrared layer (“dessau_nir.
img”) of the subset, which is best for displaying impervious structures in this case. You
can check this by changing the view setting to one layer.

3. Click “Start” to get the segmentation process going.

The last segmentation yielded some image objects which can be classified as completely
impervious.



Creating image object level 2
Once again, only the near infrared layer is used for the segmentation.
1. Open the “Multiresolution Segmentation” dialog and edit the segmentation parame-

ters as shown below. You are creating a new level, so be sure to highlight “new level”
instead of “level 2.”
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2. Start the segmentation process.

This segmentation yields objects which are relatively homogeneous in their degree of

imperviousness.

Together with the classification-based fusion, you have now created the three image
object levels of different resolution shown below. You can navigate through them using

the vertical black arrows ¥ | 1 | in the tool bar.



Image object level 1 (unclassified)

Image object level 2 (unclassified)

Image object level 3 (unclassified)




Creating abstract base classes

In this exercise different classifications will be applied to different image object levels.
Thus, it is necessary to ensure that the class hierarchy is kept transparent so that the
work can still be surveyed. To achieve this, three abstract classes will be introduced,
each inheriting the number of the image ob-

ject level for which a class will be defined.

1. Open the “Class Hierarchy” editor. Go to
the “Inheritance” register.

In this exercise the hierarchy of semantic
groups will be identical to the inheritance
hierarchy.

2. Delete the old class hierarchy (menu item
“Classification > Delete Class Hierarchy”).

3. Create three new classes and call them Leve/
1, Level 2 and Level 3.

S| s Inheritance £ Groups » Structure

4. For all three classes, insert the feature “Ob-

ject features > Hierarchy > Level.”
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5. Edit the membership functions as shown below.

Level 1

Level 2

Level 3



Classifying image object level 3

1. Navigate to image object level 3.

2. Create three new classes and call them

water (3), possibly impervious and not im-

O possibly impervious

pervious.
) not impervious

3. Make these three classes child classes of
Level 3 in the inheritance and in the groups
hierarchy. You have to do this since the
inheritance and the groups hierarchy are in-
dependent of each other and in this examp-
le both information is needed. For further
discussion about the class hierarchy please
refer to the chapter “Functional Guide -
Classification Advanced” (page 250).

S| s Inheritance £ Groups » Structure

4. Open the class description dialog of class

water (3).
On image object level 3, water
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bed using a spectral feature, { | —
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5. Edit the class description
and membership function of
water (3) as shown below.

e |
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6. Open the “Class Description” dialog of the class possibly impervious.

All objects that urban imperviousness can occur in are assigned to possibly impervious. It
is known from the former classification and fusion that these are objects that have been
created out of the former urban objects. With that knowledge, the following class rules
can be built. Objects of the class possibly impervious

* must be of 500 pixels or larger in size
* must have a red maximum pixel value larger than 60.
* must have a near infrared valua larger than 60 and smaller than 75.

7. Edit the class description 21
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bership functions as shown ( e [ -] ‘ E
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10. Navigate to level 3 and edit the classification parameters

as shown below

o s

11. Click il to start the classification.

The classification result should
look like this. To verify your
classification with the image
below, make sure you are in
the correct level of the groups
hierarchy. Use the green arrows
4= = to move to the perti-
nent level.

This classification provides
super-scale information for
the classification of the lower
levels: Each sub-object in a
lower level now knows if it
belongs to

a possibly impervious area, a
nonimpervious rural area or

water. This way, the super-scale classification can aid us in future classifications.

Classifying image object level 1

In order to create image objects that represent
single structures like rows of houses or streets
in urban environments, a high resolution will
be chosen for the segmentation in level 1. Now
the objective is to determine the objects among
them that represent completely impervious or
dense spots.

1. Navigate to image object level 1.

2. Create a new class called completely
impervious.

3. Make the new class a child of the class
Level 1.
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Lewvel 2
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. water [3]
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4. Open the class description dialog of the class completely impervious.
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6. Classify level 1. “D]| D |y

The result should look like the following image (layer mixing: one layer gray).

Urban structures are well represented, but on the other hand, too many objects have
been assigned to completely impervious. Especially coniferous areas show low values in
the near infrared part of the spectrum. Two options are available to tackle this incon-
sistency: Super-scale information could be applied, thus only classifying urban areas.
The second option is to wait until classifying level 2 to do this, since it has a set of class
rules which are easier to survey.

For now, this classification will be kept and you will move on to the next step.

Classifying the actual degree of urban imperviousness
1. Navigate to image object level 2.

It is now necessary to define classes in a way that the previously gained information can
be used. If you look at the image below, you will notice that the information provided
by level 3 (super-scale) tells you for which objects you must expect impervious areas
and for which the information provided by level 1 (sub-scale) must therefore be used.
Information provided in level 1 can be used by calculating the relative area of sub-ob-
jects classified as completely impervious.



Image object level 1 (classified)

Image object level 2 (unclassified)

Image object level 3 (classified)




Making use of super-scale information

In which objects of image object level 2 urban imper-
viousness can occur can be determined by using super-

scale information.

—

urban area and pervious rural area.
2. Make them child classes of the class Level 2.

3. Open the class description dialog of the class water
(2) in the inheritance and in the groups hierarchy.
You have to do this since the inheritance and the
group hierarchy are independent of each other and
in this example both information is needed. For
further discussion about the class hierarchy please
refer to the chapter “Classification Advanced” (page

250).

Now use can be made of super-

scale information. All objects
whose super-object is classified
as water (3) will be assigned to
water (2).

4. Insert the feature “Class-re-
lated features > Relations to
super-objects > Existence of
> water (3) (1).”

5. Edit the membership func-
tion as shown below.

. Create three new classes and name them water (2),

=l

@ completely impervious
Levelz

& vater

) wrban area

{2 pervious rural area

{0 possible impervious
) not impervious

4 | bl\lnherilance Groups

Structure

Bl

@ completely impervious
LevelZ

- water

@0 urban area

(D) pervious rural area
eveld

@ water(3)

@ possible impervious
) not impervious

4| ¥ % Inhertance 5 Groups s Structure

Class Description EHE

E

|

Parent class for displa;
’VI Level 2

H

Modifier
’V [ Abstract | Inactive

Al | = Eunlalnedl "4 Inhenledl

- » Contained
© g and fmin

B-%, Inherited
=@ and [min] [Level 2 <abstract>]
- Level

L7 Enistence of water [3) Super-objects [1)
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water (2): “Existence of water (3)
Super-objects (1)"

The selected feature is a boolean feature, i.e., only two values are being returned. If the
value is 0 (false), the object does not have a super-object of the given class. If the value
is 1 (true) the object has a super-object of class water (3) and is assigned to water (2).

Class Description

6. Edit the class description and
respective membership function
of the class urban area in an ana-

logous way.
An object will be assigned to urban T+ Contaned
e . . =
area, if it has a super-object classi- 7" Existence of passibly impervious Super-obiscts (1)
. . . =%, Inherited
fied as possibly impervious. S @ andfrin) Level 2 cabstract)

urban area: “Existence of possibly impervious super-
objects (1)"




By analogy, an object is assigned to the class pervious rural area, if it is not urban area
and not water.

7. Edit the class description 2=
and the appropriate mem- :
bership function of the class ’7 = ‘ E

. Parent class for dizpla
pervious rural area. {

Madifier
’7 I~ abstract [~ Inactive

Ipsrwuus rural area j

Al | . Eonlainedl %, Inhelitedl

=& Contained
© B and(min)
-4 not urban area
t -8 not water
-, Inherited
(=@ and [min] [Level2)
<L Level

Making use of sub-scale information

Urban imperviousness only occurs in areas represented by objects classified as urban
area. In the next step classes will be created which represent the actual degree of imper-
viousness in these areas, determined by the use of sub-scale information.

For each object classified as urban area the part of its sub-objects’ area classified as com-
pletely impervious will be calculated.



1. Create six new classes and call them

Class Hierarchy ]
E1- @ Level1

* 0% impervious : . completely impervious
. . = Level 2
* 1-25 % impervious =@ .evf\later %
* 26-50 % impervious
* 51-75 % impervious 0% impervious
. . 1-25% impervious
* 76-99 % impervious
* 100 % impervious

» 26-80% impervious
@ 51-75% impervious
@ 76-99% impervious
& 100% impervious
pervious rural area

@ Level3

. water [3]

----- O possibly impervious

----- ) not impervious

2. Make these classes children of
urban area.

i | ¥ [ Inheritance 4 Groups s Structure

3. Insert the feature “Class-related features > Relations to sub-objects > Rel. area of
completely impervious (1)” into the class description of each of these classes.

HE3
(==l ‘
Parent class for display Madifier
’7|urhan area j ‘ ’7 I | Abstract [ Inactive
Al | o Euntamedl "4 Inhenledl
=~ ¢ Contained

= and [min]
ﬂ Rel. area of completely impervious Sub-objects [1]
[ *s, Inherited
- @ and [min] [Level 2 <abstract>]
LU Level
F-@ and [min] [urban area <abstract>)
i [l Existence of possibly impervious Super-objects (1)
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4. For each class edit the membership function according to the degree of

imperviousness they represent.

0% impervious: “Rel. area of
completely impervious sub-objects (1)”

1-25 % impervious: “Rel. area of
completely impervious sub-objects (1)"

26-50% impervious: “Rel. area of completely imper-
vious sub-objects (1)”

51-75% impervious: “Rel. area of completely imper-
vious sub-objects (1])"




i Membership function wiy

G 0.95/0.90

walue

C o

E|

A

_I 0

-

Minirnum

walue 0o
J0.75 | 087 | 1
;I_’I ;I_'I ;I_’I 76-99% impervious: “Rel. area of completely imper-
Left border LCenter point Right barder vious sub-objects (1)"

Entire range of walues: [0.0..1.0]

r~ Membership function wiy—]

St i 0.39/0.00

walue

A

=

C o

_I 0

-

b jnimum

walue 0
Jog3 (EEES | 1
0| B[ i [
Left border o Right border 100 % impervious: “Rel. area of

completely impervious sub-objects (1)”
Entire range of walues: [0.0...7.0]

You have now created and edited all new classes.

Classifying image object level 2

1. Enable classification
with class-related
features (five cycles).
The tool bar should
look this:

LR

2. Click il to get the

classification process

going.




Here is an overview of how informati-
on from different segmentation levels
was used:

Image object level 1 (classified)

Image object level 2 (classified)

Image object level 3 (classified)




The classification of the degree of imperviousness in urban areas has now been com-
g p

pleted. Now move on to the analysis of this classification result. eCognition provides a

powerful statistics tool for tasks like this.

Analyzing the classification result

As an example, you can examine what share of the urban area and of the entire subset
the single impervious degrees cover.

1. Select “Statistics...” from the “Tools” menu.
2. Level 2 is the level of interest. Select it under “Image object level.”

3. Click “Select classes,” then select the classes Level 2, urban area and the classes repre-
senting the different degrees of imperviousness.

4. Click “Select Features” and select the feature “Object features > Shape > Area.”
Double-click the desired feature to move it from “Available” to “Selected.”

5. Click “Show statistics.”

statistics 21|
— Setting "Image Obiject:

- Image abject lsvel v Mumber [~ Felative number (%)

I Lewel 2 j

— Feature Operation

-~ Statistic typg——————————————— V' Sums [~ Relative sums (%)
IBy Clazzes j ¥ Means [T Standard deviations
[~ Ranges
— Classe: — Feature
E|. urban area frea

impervious
impervious
impervious

Select classes | Select features |
— Save filename —
Show statistics I

Save statistics... | Cloze |

IStatistics




A matrix is presented showing the
number of objects of each class along
with the chosen feature statistics. The
first column names the class, the se-
cond the number of objects classified as
such, the third gives you the total area
in pixels covered by objects of the given
class and the fourth column shows you
the average size of the so classified ob-
jects (also in pixels).

Feature Stati

2l =10l

Class

| Objects

Sum:_Area [Pal) | Mean:

Level2
uiban area
0 % impervious

 reduce

1196
167

1-28 Zimpervious 44
2660 % impervious 31
51-75 % impervious 23
7693 % impervious 28
100 % impervious 2

" expand

248502

44320
4E08
10832
10260
9578
5090
154

207 777
265.3832
18,1026
241.6364
330.9677
416.4348
3246429
7

AreaPyl) [
d

Now you can easily solve the problem by dividing the total areas of the impervious de-

gree classes by the total areas (Level 2 or urban area). These are the results:

Class share of urban area [%] | share of entire subset [%]
0% impervious 10.4 1.9
1-25 % impervious 24.0 4.3
26-50 % impervious 23.1 4.1
51-75 % impervious 21.6 3.9
76-99 % impervious 20.5 3.7
100 % impervious 0.4 0.1

This is only a simple example of how the statistics tools of eCognition can be used.

eCognition provides a powerful statistics tool for image analysis along with the variety

of features that can be calculated and summarized for each class.

Exporting image object level 2 as a thematic layer

Image object layers can be exported into new eCognition projects or into a geographic

information systems (GIS) as thematic layers.

1. Select “Image Objects...” from the “Export” menu.

2. Select Level 2 under “Image object level.”




3. Choose the format you want to export the layer in. Notice that you can only choose
“Vector file (*.shp)” if you have created polygons before.

4. Choose “Classification” and “Class color.”

5. Click “Select Features” and choose the feature “Object features > Shape > Area” as
an additional attribute.

6. Click “Preview” to display the attribute table.

Export Image Objects
— Expart sstting — Attribu
Image object level ¥ Classification ¥ Class calor
’7| Level 2 j
Features Select features
Aiea
—Format
Erpart as:

& Wector file [ shp) 5'"__

" Thematic raster layer
[default tppe iz TIFF)

— Export file name

IImageD biects.shp Fofmat

Export | Breview | Cloze |

i Attribute table

ID | F. | G.| Bl | BestClass | 8] Bl SecondClass [ 5.] 5] ThidClass [ T.] 7] fea ]
445 192 192 1592 pervious ruralarea 3 1 unclassified 1 0 wnclassified 1 0 168
446 192 192 192 pervious rural area 9 1 unclassified 1 0 wunclassified -1 0 480
447 192 192 192 pervious rural area 9 1 unclassified 1 0 wnclassiied -1 0 B3
448 192 192 192 pervious rural area 3 1 unclassified 1 0 wnclassiied 1 0 152
443 206 171 43 26-80% impervious 12 1 unclassified 1 0 wunclassified -1 0 149
450 186 138 48 51-78%imperviouz 13 1 unclassified 10 unclassified 1 0 73
451 192 192 192 pervious rural area 3 1 unclassified 1 0 wnclassiied -1 0 214
452 192 192 192 pervious rural area 3 1 unclassified 10 wnclassified 1 0 243
453 192 192 192 pervious ruralarea 9 1 unclassified 1 0 wunclassiied -1 0 417
454 192 192 192 pervious rural area 9 1 unclassified 1 0 wnclassiied 1 0 B34
455 192 192 192 pervious rural area 3 1 unclassified 1 0 wnclassiied -1 0 198 = |
456 192 192 192 pervious ruralarea 9 1 unclassified 1 0 wunclassified 1 0 9
457 209 103 67 76-99% imperviouz 14 1 unclassified A1 0 unclassified 1 0 237
458 192 192 192 pervious rural area 3 1 unclassified 1 0 unclassiied 1 0 22
453 192 192 192 pervious rural area 3 1 unclassified 10 wnclassiied -1 0 84
460 192 192 192 pervious rural area 9 1 unclassified 10 wunclassified -1 0 528
461 192 192 192 pervious rural area 9 1 unclassified 1 0 wnclassiied 1 0 155
462 [ ] 288 water [2] 7 1 unclassified 1 0 wnclassiied 1 0 10
463 192 192 192 pervious ruralarea 9 1 unclassified -1 0 wunclassified -1 0 576
464 192 192 192 pervious rural area 9 1 unclassified 10 unclassified 1 0 128
465 192 192 192 pervious rural area 3 1 unclassified 1 0 wnclassiied 1 0 35
466 0 ] 288 water [2] 7 1 unclassified 10 wnclassiied 1 0 18 e
Tr TAC AT AR B TER e ceicee AT 1 ealeeiie E T S T P R mr -




Each object of level 2 received an object ID, which is shown in the first column. It is
followed by the RGB color values (of the actual view in the view window). The next
columns contain the three best class assignments along with their percentage as attri-
bute (-1 is the value for no assignment). The features chosen as attributes are at the far

right.
7. Click “Export.”

For more information see Functional Guide > Importing and Exporting.

Summary

In this exercise you

* imported an existing class hierarchy,

e performed a classification-based fusion of image objects,

* created an Image objects hierarchy consisting of three levels of different resolution,

¢ performed classifications on the highest and lowest level of the image objects hierar-

chy,

* classified the degree of urban imperviousness with the use of sub- and super-scale
information,

¢ performed an imperviousness analysis using feature statistics,

* exported an image object level as a thematic layer.
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Tour 3: High Resolution Aerial Scan

This exercise will demonstrate the ability of eCognition to work with high resolution
data. The subset is an aerial scan and shows the village of Offenberg in southern
Germany. It consists of three spectral layers and an 8 bit surface model. In addition a
thematic layer produced in a Geographic Information System (GIS) will be used. This
thematic layer shows plots of land in and around Offenberg.

In this exercise you will learn how to:

* import a thematic layer and utilize it for segmentation,

e classify high resolution data,

e use a surface model for classification,

e perform analysis using the thematic layer,

* perform classification-based segmentation (border optimization and image object
extraction).




Loading the raster data

1. Start eCognition, choose “Project > New...” and switch to the directory “...\data\
aerialscan\.”

2. Select the image layers
o OffBlue_subset.tif
¢ OffGreen_subset.tif
e OffRed_subset.tif
¢ OffElev_subset.tif

and open them.

3. Change the order of the image layers according to their sequence in the spectrum.
Move the surface model to the last position as shown below.

4. Do not click “Create” just yet, because the thematic layer first has to be loaded.

Create New Project o 21x|
Froject | [
Project name Mew Project e

sslection
Coordinate Spstem  unknown

Rezalution [unit] 1P«
Project Size B890x600 pisels LClear Subset
Unit
IF'\ers 'I
Image layer | | Res. | ‘ Type | i | H | ‘ | Insert
OffBlue_subset tif 1P« BBit unzigned 890 GO0
OffGreen_subsel ki 1P 8Bit unsigned 830 GO0 Fiemave
OffRed_subset. tif 1P 8Bit unsighed 830 GO0
OFffElew_subset tif 1P 8Bit unsigned 830 E00 ﬂ G

-

Thematic |ayer

| ‘ | | Inzert
Remaove

S

A




Loading the thematic layer

Keep in mind that it is also possible to load a thematic layer later. But to use the infor-

mation of the thematic layer it is necessary to perform a new segmentation afterwards.

1. Click the lower “Insert”
button to the right of the
list window for thematic
layers.

2. Select the file “landreg.
asc” as thematic layer and
click “Open® (You may
have to change the file
format selection to *.asc).

3. Select the file “landreg.
txt” as the complementing
attribute table and
open it.

The thematic layer is now
displayed in the “Create Pro-
ject” dialog.

4. Click “Create.”

5. Choose “Layer Mixing...”
from the “View” menu,
double click in the right
column of the “View
Setting” dialog or click
LI to change the color

composition.
6. Combine the image layers
and the colors

as shown here.

7. Click “OK.”

Create Mew Project i x|
Proieat ‘ | Supsel
Frojeciname  New Fioject R
Coordinate System  unknown
Resolution [unit) 1 [Pxl]

Project Size 890x600 pivelz Clear Subget
mage layer [ [ Re.] Tupe AENEE

1P« BBitunsigned 830 600
1Pl BBitunsigned 890 600
1P« BBitunsigned 850 600

OifBlue_subset tif
OffGreen_subzet.tif
Offfied_subset tif

OffElew_subset tif 1P« 8Bitunsigned 890 £00
Thematic layer [ atibute... [ w.] H... ] _
landreg. asc: landreg.tet 830 EODOD

Remove
4 s

Cieate: Cancel

A

Image Layer R |G |B
OfBlue_subset tif O
OFffGreen_subset kif o
OffRed_subset.tif (&}
OffElev_zsubset tit

Equalizing Fr Shift
’7Linear[1 00%) | Parameter |H ~ ’7 Al =
¥ Auto update

R Mo lsyer weights e T




The data will be shown in
the view window in true
colors.

Visualizing the thematic layer

1. Open the “View Settings” dialog
(“Toolbars & Dialogs > View Settings” or click 3')

2. Change the view to the thematic layer “landreg.asc” by a left mouse-click on
“Layer,” choose “landreg.asc” by a left mouse-click on “Mode,” and choose “Layer”

if it is not yet chosen.

If this thematic layer

is activated during the
segmentation process,
its polygons will form

the super-objects of
the image objects crea-
ted by multiresolution
segmentation.

3. Change the view
back to the pixel

view.

Creating image objects

In this exercise a thematic layer containing cadastral information is imported. The seg-
mentation dialog will look slightly different: an additional tab register in which impor-
ted thematic layers can be activated and deactivated for segmentation will appear.



1. Open the “Multiresolution Segmentation” dialog (menu item “Segmentation > Mul-

2. Change to the tab register “Thematic layers.”

3. Make sure that the thematic layer “landreg.asc” is used for the segmentation. If it is
not applied, insert 1 in the field “Select and edit state.”

4. Change back to the “Image layers” tab register.

Multiresolution Segmentation 2lx|
Edit layer weight Lewel
Layer name: | | State entire scene
landreg.asc uged

Image lapers  Thematic layers | [se Alias™ Edit state:|1

Scale parameter Composition of homogeneity crteion ——————————————————
35
Shape Factar _J— ID 3
Segmentation mode
032 _— '— IU 7
Naormal =
| Compactness Smoothness

Dwerwite existing level r Referto———
Disgonal pieel neighborhcod [ Dlessiicaion Based [ Levelabaye €

£
Use obsolete [v21) szgmentation [~ Levelbeiow

Three different image object levels will be created. The actual classification will be car-
ried out on image object level 2. Image object level 3 will consist of image objects that
are identical to the polygons of the thematic layer. Image object level 1 will form sub-
objects that will be suitable for demonstration purposes. The thematic layer will be used
for the creation of each of the image object levels.

Creating the first image object level

In this level, the actual classification will be performed. So this level should be created
first.

Note! Since it is possible to create levels in any position within the image object
hierarchy at any time, it is reccommended that you create the level in which to
perform the classification first and the levels used to help with the classification
afterwards. By doing so, you will not run the risk of having the most important
object level negatively influenced by sub- or super-objects.



1. Edit the segmentation parameters as shown below.

2. Click “Start.” otiresoution seqmentation 20
i Edit laper weighl i Lewel
Layer nams | Layer stddev. | ‘wheight | entire scene
OffBlue_subset tif [Alias not assigned] [40.2) 1.0
OffGreen_subset bf [Alias not assigned] 37.2) 1.0 picel level
OffRed subset bf [Alias not assigned] [45.7] 1.0
QOffElev_subset.tif [Alias not assigned] 13.6] 0.0

Image lapers | Thematic layers | |)ce oo Edit weights:|1

Scale parameter Composition of homogeneity criterion;, ———————————————————————————
35
Shape Factor '—Ji 03
Segmentation mode
[0z = 07
INnrmaI j' Compactness Smoothness

Dwenprite existing level | Feterto———
Diagonal pixel neighbarhood [ ClassficationBased [T Level sbove €
Use obsolste [v2.1) segmentation [ Levzl belav iz

3. Display the segmented image with outlines. To display outlines it is first necessary to
create polygons (Click ] or select “Create Polygons...” in the “Polygons” menu).

Note that the buildings in particular are well represented by the image objects. Some
of the object outlines form straight lines. This is due to the application of the thematic
layer. If a thematic layer is used during the segmentation process, no objects that reach
beyond the border of a polygon or are larger than such a polygon will be created.



Creating the second image object level

As mentioned above, this image object level will be needed to perform a classification-
based segmentation of the level created before.

Note! Up to now you have created only one image object level. Accordingly this

level is named level 1. By creating this new level as a sub-level of level 1, the for-

mer level 1 will be named level 2 and the new level will take the position of level
1.

1. Open the “Multiresolution Segmentation” dialog again.

2. Edit the segmentation parameters as shown below.

3. Click “Start.” 2l
~ Edit layer weight  Level
Layer name | Laper stddev. | ‘weight | entire scene
DB ue_subse i [ilias not assigned] [40.2) 10 new level
Offireen_subset bf [Alias not assigned] 37.2) 1.0 vl -
OffRed_subset kif [Alias hot assigned] 45.7] 1.0

OHElev_subset Hif [Alias nat assigned] 136] i}

pixel level

Image layers | Thematic layers | (s Al Edit waights-|1

Scale parameter Composition of homaogeneity erterion: ——————————————————————————
15
Shape Factor —J— IU 2
Segmentation mods
0.3 _— '— IU 7
’V Noimal = C
ompachness

Smoothness

Owenwite exsting level = Heferto———
Diagonal pizel neighborhoad =] ClassificationBased [T Level sbave c
Use obsolete [V2.1) segmentation [ Level below =

Creating the third image object level

This level will be used later on to perform analysis based on the cadastral information.
The image objects have to completely match the polygons of the thematic layer. No
image objects larger than the polygons of the thematic layer should be segmented. You
have to choose a very high scale parameter to achieve this.

1. Once again, open the “Multiresolution Segmentation.”

2. Edit the segmentation settings as shown below.

3. Click “Start.”



Multiresolution Segmentation 2]

~ Edit layer weight ~Lewel

Layer name | Layer stddev. | Weight | entite scene

OffBlue_subset tif [Alias not aszigned] 40.2) 1.0

OffGreen_subseb tif [Alias not assigned] [37.2) 1.0 ~level 2 -

OffRed_subset kf [Alias not azsigned] 45.7) 1.0 .

OFE lev_subset bif [Alias not assigned] (13.6] 0o Clevel -
e level
pixel level

Image layers | Thematic lavers I [ze Aliasl™ Edit wsighls.h

Scale parameter Composition of homogeneity citenon, ———————————————
1000
Shape Factor '—J— ID 2
Segmentation mode
[E] —_—— [o7
Harmal 'I
Compacthess Smoothness

Owenwrite existing level TS Feferta———
Diagonal pikel neiohborhood =] Classification-Based [~ Level abaye i
Use obsolete [V2.1) segmentation [ Levelbelow e

Cancel

The view window, displayed in pixel mode with outlines, shows an image segmented

just like the thematic layer.

Summary: You now have an image object hierarchy containing three image object le-

vels. Level 1 is used as a basis for the classification-based segmentation performed later
on. Level 2 is the level in which the actual classification is to be performed and level 3
is the level in which the imported thematic layer is to be analysed regarding land cover.

Firstly the classification of image object level 2 will be performed. The first step is to
assign objects to three base classes. One class will represent all objects that appear green
(vegetation), the second will represent all objects that appear red (roofs and yards) and



the last will represent all objects that appear grey (roofs, yards and roads). Some objects
appear very dark due to shadows and cannot be assigned to any of the classes mentio-
ned. For those objects, a fourth base class will be created.

After all objects have been assigned to one of the base classes, the classes will be further
distinguished. The surface model will be used for distinguishing roofs and yards.

Defining image layers for the calculation of brightness

The brightness of an image object is calculated using all image layers. In this example,
however, one image layer (the surface model) does not contain spectral information
and thus is of no use for the computation of brightness. Therefore, you have to define
the layers which contain spectral information.
Define Brightness HE
1. To define the brightness choose “Classifica-  ertions s
tion > Advanced Settings > Image Layers for OffBlue_subset it

Brightness,, .” from the menu. i

2. Mark the image layers containing spectral
information.

3. Click “OK.”

0K I LCancel

Loading the class hierarchy

Since this exercise focuses on the use of a surface model for classification, the applicati-
on of a thematic layer, and the possibilities of classification-based segmentation which
eCognition offers, no class hierarchy will be created in this section. Rather, the one
consisting of the aforementioned base classes will be loaded.

1. Open the “Class Hierarchy” dialog (“Toolbars & Dialogs > Class Hierarchy...” or

click ELI) .

2. Choose the menu item “Classification > Load Class Hierarchy...” or right-click in
the “Class Hierarchy” window to load the class hierarchy.

3. Select the file “as_baseclasses.dkb.”



4. If the imported class hierarchy does not match the one displayed below (but would
deliver the identical classification), you can always sort the classes manually. To do so
choose “Classification > Sort Classes,” activate “Manually” and “Enable Sort Mode.”
Just drag the classes to the pertinent position. Remember to deactivate the “Enable
Sort Mode” to make classes child classes of any other class.

There are classes which determine the image TR =

object level on the second level of the “Inhe- ol
; evel 1

ritance” hierarchy for which they and their

{00 not green

child classes are valid. There are no child
classes for image object levels 1 and 3 yet.

Membership functions are used throughout
the whole example as a classifier. In this case

the ratio of the respective color classified is
the feature of choice in the class descriptions.

To classify green, for example, it would be _
v | Inheritance 4 Groups Structure

straightforward to use the feature “Mean

OffGreen_subset.tif,” but this causes pro-
blems with objects representing shadows. This problem can be avoided by using the
feature “Ratio OffGreen_subset.tif”.

5. Select “Feature View” from the menu item “Tools” and compare the feature “Object
features > Layer values > Mean > OffGreen_subset.tif” and “Object features > Layer
values > Ratio > OffGreen_subset.tif”. You will notice that all green areas are repre-
sented very well by a high ratio value.

Red and grey are classified the same way, but in addition a minimum brightness is defi-
ned for these two classes. All darker objects are assigned to the class shadow.

6. Open the class descriptions of the classes green, red, grey and shadow and check how
they are built.

First, all green objects are classified and all remaining objects are assigned to not green.
These remaining objects are then further classified as red and not red objects, and so
on.



Classifying the image

After the base classes have been defined, you can run the first classification.

1. Navigate to image object level 2.

2. Choose “without class-related features.” [|oa [T e |
3. Click il to run the classification.

4. Display the classification result without transparency and object outlines.

Discriminating objects representing trees and grassland

The next step is to assign all objects classified as green to ecither a class called #rees or a
class called meadow. First use could be made
of the surface model at this point as trees are Class Hierarchy : Inheritance =]

high standing objects as opposed to meadows.
However, the standard deviation of the image
layer “OffGreen_subset.tif” is still a better
feature to fulfill the task of discriminating
these two classes.

1. Create two new classes and call them #rees
and meadow in the “Inheritance” dialog of

the “Class Hierarchy” window.

2. Make these two classes child classes of the
class green.

4| ¥ | Inheritance Groupsxarudure
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3. Insert the feature “Object features > Layer values > Stdev > OffGreen_subset.tif”
into the class descriptions of zrees and meadow.

A green object represents trees [Class Description T |
if its standard deviation of layer Ha
“OftGreen_subset.tif” | e - | ‘ K
. l al 11 Parent class for displa Madifiers-
18 arger or equ to ° ’]Trees ﬂ ‘ ’7 I~ Abstact [ Inactive
4. Edit the membership func- A |+ contaned]| . inheied |
tions as shown below. e Bortdined
=] ‘and [min]
.U/ Stddev DffGreen_subset.tif
=%, Inherited

=@ and (min] [Green]
.4/ Ratio DffGreen_subset.tif
=-@ and [min] [Level 2 <abstract:]
LUK Level

orc

trees: "Stdev OffGreen_subset.tif”

meadow: “Stdev OffGreen_subset.tif”




Separating objects representing roofs, yards and roads

The classes red and grey contain objects that represent roofs, yards and roads. For grey

objects in particular, it is hardly possible to distinguish these classes with the use of

spectral features like layer mean values or standard deviations. You have to apply the

surface model and the fact that roofs are generally higher than roads and yards.

1. Open the “Feature View” (“Tools > Feature View...” or click ﬁl) if it is not open

yet.

2. Select the feature “Object features > Layer values > to scene > Mean diff. to scene >

OffElev_subset.tif”.

Creating the new classes

1. Create four new classes and call them roof’
(ved), yard (red), roof (grey) and yard/road
(grey).

2. Make the classes roof (red) and yard (red)
child classes of the class red.

3. Make the classes roof (grey) and yard/road
(grey) child classes of the class grey.

In this view, the ele-
vations of the single
objects are displayed.
Notice that the houses
are quite clearly recog-
nizable. This feature
will be used to distin-
guish between high

and low objects.

Class Hierarchy : Inheritance =]

EIO not green
S red
| . yard [red)]
roof [red)
E|O riot red

B gey
O yard/road [grey)
- roof (grey)
EIO nok grey

----- (O level 3
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Inserting the class descriptions for roof (red) and yard (red)

A red object is classified as a red
roof if its mean difference in
elevation according to the whole
scene is larger than 3. Otherwise
the object is classified as a red
yard.

1. Insert the feature “Object
features > Layer values > to
scene > Mean diff. to scene >
OffElev_subset.tif” into the
class descriptions of roof (red)
and yard (red).

2. Edit the membership functions
of these two classes as shown
below.

Class Description

)[—_ =]

E

Parent class for display -

|

Buiding |

Modifier
’7 I~ Abstract [ Inactive ‘

Al l * Contained | *, 1r1l‘ve_me|:t_]“

El- * Contained
= and i)
.Ls" Mean diff. to scene DIfElev_subset.tif
1 *, Inheited
=1 and [min] [Level 2 <abstract>]
LA Level
[ and [min] (Mot Green <abstract:)
i.sre not Green
=@ and [min] [Red)
1.7 Brightness
Ratio DffRed_subset.tif

Cancel

roof (red): "“Mean diff. to scene
OffElev_subset.tif”

3. Close the class descriptions again.

yard (red): “Mean diff. to scene
OffElev_subset.tif”




Inserting the class descriptions for roof (grey) and yard/road (grey)

The distinction using the elevation was quite simple for the red objects. However, the
larger amount of grey objects leads you to consider more possibilities. An additional
feature will be introduced for the description of low and high grey objects.

An object is classified as roof (grey)

¢ if its elevation mean difference to direct neighbors is larger than or equal to 0.01 and
¢ if its elevation mean difference to the entire scene is larger than or equal to 4.
Consequently, a grey object is classified as yard/road (grey)

* if its elevation mean difference to direct neighbors is less than 0 or

* if its elevation mean difference to the entire scene is less than 3.9.

1. Insert the feature “Object features > Layer values > to scene > Mean diff. to scene >

OffElev_subset.tif” and “Object features > Layer values > to neighbors > Mean diff.
to neighbors > OffElev_subset.tif” into the class description of roof (grey).

[ | ‘ [
Barent class for digpla Madifier
’]Eu\ld\ng j ‘ ’7 I~ abstract [ Inactive
Al | = Contained] *, Inheited |
£+ # Contained

© - andimin]
i :.L# Mean diff. to neighbors OIfElev_subset.tif (0) (m)
; "L~ Mean diff. to scene DffElev_subset tif
=%, Inherited
E-@ and [min) [Grey)
H Brightness
L7 Ratio OffBlue_subset.tif
- and fmin] (Level 2 <abstracty]
i Level
B3 and [min] [Not Green <abstract)

i i.sts not Green
=] @ and [min] (Mot Red <abstract>]
‘== not Red
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2. Edit the membership functions as shown below.

roof (grey): “Mean diff. to neighbors OffElev_subset.tif”

roof (grey): “Mean diff. to scene OffElev_subset.tif”

3. Close the “Class Description” dialog again.

4. Open the “Class Description”
dialog of the class yard/road

(grey).

5. Insert the feature “Object
features > Layer values > to
scene > Mean diff. to scene >
OffElev_subset.tif” and “Ob-
ject features > Layer values >
to neighbors > Mean diff. to
neighbors > OffElev_subset.
tif” into the class description
of yardfroad (grey).

6. Change the logical expression
to “or (max)” by right-clicking
it and selecting “Edit Expres-
sion.”

== [

[
(

Patent class for displa

[vad/Road =l

todifier
’7 I~ Abstract [ Inactive

All | * Contained| *, Inhered |

- # Contained
= or [max]
T\ Mean diff. to neighbors DifElev_subsettif (0] (m)
.75 Mean diff. to scene DffElev_subset.tif
E-*, Inherited
(i [Grey)
Brightness
Ratio OffBlue_subset_tif
= and [min] [Level 2 <abstracts ]
LA Level
(=4 and [min] (ot Green <abstracts)
i.sre not Green
=3 and [min] [Not Red <abstracts ]
iwee not Red

Cancel




7. Edit the membership functions as shown below.

r— Membership function ®l
a0 Coordinates
walue
B
I3
C om
_I 1}
-
Minimum
walue 0o
Jo [ 0008 | o
1 | 0 | )
Lit border Lenter point Hight border ard/road (grey): “Mean diff. to neighbors OffElev_sub-
Entire range of values: [-255.0...259.0] set.tif”
[ Membership function wiy
RS 382/018
walug
C o
=
C om
LI 0
Minirmurmn
walue oo
EE] | 3m:m | 4
| 0| 2]
Left barder Center paint Biaht border yard,/road (grey): “Mean diff. to scene OffElev_sub-
Entire range of values: [-255.0...255.0] set.tif”

8. Close the “Class Description” dialog again.

9. Classify the image!

Loading the final class hierarchy

The next step is to classify the shadow objects. This is done using neighborhood relati-
ons: if a shadow object has a high relative border to objects classified as yard or road, it
is regarded a yard or a road as well. Since the use of such class-related features has been

explained in previous exercises, the final class hierarchy will simply be loaded.

1. Choose the menu item “Classification > Load Class Hierarchy” or right-click in the
class hierarchy window to load the class hierarchy.

2. Select the file “as_level2.dkb” and open it.
3. Have a look at the class descriptions of the child classes of shadow.

There are two other new classes beside the new child classes of shadow: yard/road and
building, which form semantic groups.



Clazz Hierarchy : Inheritance H Clazs Hierarchy : Inheritance x|

el ] e ) nat green
EO levelz M H & red
@ geen ] - () ot red
..... ® oo
----- {70 rot grey

----- @ :hadow

: . yardfroad [grey] [ ] o O lewel 2

. oof [grey]  [f] | O lewel 3
B0 not grey = yard/road
B4 shadow @ vard [red]
@ yard/road [shadow)
@ roof [shadow]

@ vard/oad [shadow]

@ trees [shaodow) - @@ buiding
O level 3 . roof [red)
' yard/road . roof [grey)
. building ' roof [shadow)
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Classifying the image
1. Enable classification with class-related features.

2. Select image object level 2 as the level to be classified.

3. Set the number of classification cycles to 3. (o=
4. Click M.

If your classification result
looks different from the
one shown here, navigate
to the exact level of the
semantic groups hierarchy
using the green arrows

4= = in the tool bar.

The classification is just
about finished. However,




if you look at the borders of the objects classified as buildings, you will notice, that
they do not represent meaningful parts of the image just yet, due to the segmentation.
A technique for correcting this inconsistency is introduced in the next step.

5. Display the classification result in pixel mode with outlines.

Performing border optimization

This is the image object in question in a magnified view

This is the classification of the magnified view This is the same subset on image object level 1

As explained in the theoretical parts of the user guide, multiresolution segmentation
yields image object primitives. Shape and size are determined by heterogeneity criteria
respective to their color and form. These objects are not meaningful objects. Have a
look at the image objects classified as #rees on image object level 2 for a good example.

If the aerial scan is segmented with a lower scale parameter, i.e., with higher resolution,
this special subset can be displayed better. On the other hand there are a lot more ob-
jects than necessary, e.g., for the representation of roofs. There is the general problem
of different aspects in the same image being best represented at different scales of reso-
lution.

To change such image object primitives into more meaningful image objects, eCog-
nition provides a tool called classification-based segmentation. The knowledge base is



provided by an existing classification of the image. One aspect of classification-based
segmentation, classification-based fusion of image objects, was already demonstrated in
the exercise Analysis of the Degree of Urban Impervious Surface. Another aspect, so-

called border optimization, is shown here.

For border optimization, classified sub-objects are needed. Introducing a complete set
of rules for the classification of image object level 1 would go too far, so border optimi-
zation is demonstrated on the selected image object using manual classification.
Creating new classes

1. Navigate to image object level 1.

2. Open the “Class Hierarchy” dialog and create two new classes called house
and road.

3. Make these new classes child classes of the class level 1.

Class Hierarchy : Inheritance x|

{0 not green
=i red

roof [grey)
E|O ok grey
=i shadaw

trees [shaodow]

----- (20 level 3
@ yardroad
----- @ building
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Classifying sub-objects using manual classification

—

3. Assign the shown image objects to the class house.

4. Select the class
road in the “Class
Hierarchy” dialog.

5. Assign the shown
image objects to
the class road by
clicking them.
Deactivate the
“Input Manual
Classification” in
the “Input Mode”

menu.

. Choose “Manual Classification...” from the “Input Mode” menu.

. Choose the class house in the “Class Hierarchy” window.

Editing structure groups

As you may know from the chapter “Concepts &
Methods,” classification-based segmentation is based D) 2awlahla Classes
.. -l green
on the definition of structure groups. -y
A level 1
« . o g. . i) level 2
1. In the “Class Hierarchy” dialog switch to the O level3
« » . {0 meadow
Structure” tab register. @ rotgeen
O nat grey
L. ) notred
2. Create a structure group consisting of the classes @ ed
g had
roof (shadow), roof (grey), roof (red) and building E_: pa

by dragging them onto “New Structure Group.”
Add the class house to the same structure group
by dragging it onto the corresponding structure

group.

3. Create a second structure group consisting of
the classes road, yard (red), yardfroad (grey) and
yardfroad (shadow) by dragging yard/road to “New
Structure Group.” Add road to the same structure
group by dragging it onto the corresponding
structure group.

. trees [shaodow|
-~ u  Mew Structure Group
Structure Group 1

. roof [red)
i roof (grey)
H @ rocf [shadow)
i} house
Structure Group 2
i) road
=] 0 yard/road
i yard (1ed)
. ward/road [arey]
- yard/road [shadaw)

g >'| Inheritance 3 Groups » Structure




Performing the actual border optimization

1. Choose “Classification-based
Segmentation...” from the
“Segmentation” menu or click

EI in the tool bar.

2. Mark image object level 2 in the field
“Level.”

3. Enable the check box “Border

optimization of selected level.”

4. Click “OK.”

Image object level 2 before border optimization

Image object level 2 after border optimization

Classification-based Segmentation HE

- Thematic layers [ Level

enlire scene
- level 3 -

- lewel 1 -
pizel level

Al operations ar_efehlad“_ iq the definition of
structure groups in the class hierarchy
—Select aperation

b '.:Lﬁale new level merging image objects in selected level

 Merge image chiects in selected level

With the help of the classified sub-objects, the image object primitives yielded by mul-

tiresolution segmentation have been transformed to more meaningful image objects.



Classifying built-up and vacant plots of land

Finally, the imported thematic layer is to be used
for analysis. For a start, a classification distingu-
ishing built-up and non-built-up plots on image
object level 3 will be performed. Since this level
was segmented in such a way that each polygon
of the imported thematic layer is now identical
with an image object, each image object of this
level now represents a plot of land.

1. Switch to the “Class Hierarchy” dialog, create
two new classes called built-up area and vacant
area and make them children of /level 3.

A plot of land is classified as vacant if it does
not have any sub-object on image object level 2,
which is classified as building. eCognition offers
the feature “Class-related features > Relations

to sub-objects > Existence of > Building (1)” to
check this.

Class Hierarchy : Inheritance [x]
E|O lewel 1
) road

@ house
-0 level 2
EI & oieen
: @ trees
i D) meadow
-0 not gresn
}- 1ed
@ vad (1ed)
. roof [red]
B notred
2@ ey
H @ vardfroad (arey)
L@ oot [grey]
E|O nat grey
=i shadow
pard/ioad [shadow)]
roof [zhadow)
. trees [shaodow|

wacant area
D build-up area
) yard/oad

@ building

i | [ Inheritance £ Groups » Structure
2. Insert the feature “Class-related 2|
features > Relations to sub-ob- "Ham &
jects > Existence of > Building

(1)” into the class description
of each of the new classes.

Muodifier

Parent class for displa
’V| vacant anea

| ‘ ’V ™ abstract [ Inactive

Al | * Contaired| *, Inherted |

(=~ ® Contained
e and [min]

Eil "y, Inherited
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3. Edit the membership functions as shown below.

vacant area: “Existence of building
sub-objects”

built-up area: “Existence of building
sub-objects”

4. Close the “Class Description” dialog again.

The following classification can only be executed successfully if image object level 2 has
been classified. If this is not the case, you can make up for it now.

5. Enable classification with class-related features. One classification cycle is enough
this time around.

6. Select image object level 3.

7. Click M.

The classification result
now shows the built-up and
vacant properties.




Analyzing the area covered by buildings for each property

Another way of using the information given by the thematic layer is to find out how
much area of a plot of land is covered by buildings.

1. From the “Export” menu choose “Image Objects....”
2. As image object level, select level 3.
3. Under “Attributes” deactivate “Classification” and “Color.”
4. Select the following features as attributes:
* “Object features > Shape > Area” to calculate the area of the properties,

* “Class-related features > Relations to sub-objects > Rel. area of > building (1)” to
calculate the share of area in a plot of land covered by buildings,

* “Class-related features > Relations to sub-objects > Area of > building (1)” to calcu-
late the absolute area in a plot of land covered by buildings.

5. Choose the format you want to export the data in. You can select between thematic
raster layer, smoothed vector file or vector file with raster geometry.

Export Image Objects B 2xl

— Export settings — Attributes

—Image object level————————— [~ Classification [~ Class eglor

ILeveI 3 ﬂ

Features
Area
r~ Format Ayrea of Building sub-objects (1]
Rel area of Building sub-objectz [1)
Export az: Geometry:
& Vector file (%shpl © Smoothed
{* Raster

" Thematic raster layer
[default type iz TIFF)

— Expart file name————————————

|ImageDbiects. shp Eormat |

Expaort... Preview Cloze




6. Click “Preview” to view the attribute table.

D] Area | Rel. area of building Sub-objects [11] Area of building Sub-objects (1] ]
1 1.82e+004 00358 B53

2 155e+004 00601 930

3 2134004 0124 2 E5e+003

4 53es004 0344 1.826-+004

5 2594003 0433 1.12e+003

B 4834002 0211 1.02e+003

71274003 0426 541

8 2554004 0144 3 E2e+003

9 1.43e+004 0,204 2.91e+003

10 324004 0 i

11 1.5le+0ld 0127 1.91e+003

12 35e+004 0152 533003

13 216e+004 0 ]

14 8254004 0237 1.96e-+004

15 1.5esd04 013 1, 958003

16 332e+004 0 i

17 1254005 0O ]

18 1.0e+004 0155 27984003

(" reduce % expand

Attributes are displayed here for each object chosen.

7. To export the objects as a thematic layer with their attribute table, click “Export.”
As a condition of the protocol function it is not possible to choose the name and the
folder for the export file. Those of the other data are always used.



Summary

In this exercise you

¢ used eCognition for classifying a high-resolution image,

* imported a thematic layer and used it during the segmentation process,
¢ discriminated classes using a surface model,

¢ changed image object primitives into more meaningful image objects using classifica-
tion-based border optimization,

* performed a thematic analysis using the land register imported as a
thematic layer.
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Tour 4: Radar image of a tropical rain forest in
Kalimantan (Indonesia)

This exercise gives you a short example of how line features based on sub-objects can
support the classification process.

A three-channel radar image from a tropical rain forest in Kalimantan (Indonesia) is
used in this example. The blue and red channels have been filtered for speckle reduc-
tion. The highly textured version of the green channel was maintained.

In this exercise you will learn how to:

e generate sub-objects for line analysis,

* insert new classes into a class hierarchy,

* use line features based on these sub-objects to classify their super-objects.

inkerit with and [min)

- & Contained

and [rnin]

Mean indoGreen_bmp
*u, Inherited

Data courtesy of RSS GmbH,/Miinchen, Germany



Load and display the raster data

1. Start eCognition, choose “Project > New...” and change to the directory “...\data\

kalimantan\.”
2. Select the image layers

¢ indoBlue_filtered.tif
¢ indoGreen.tif

¢ indoRed_filtered.tif
and open them.

3. If necessary, change
the order of the image
layers according to their
sequence in the spectrum.

4. Click “Create.”

5. Adjust the layer mixing
in the “Edit Layer Mi-
xing...” dialog as shown
here. To open the dialog
choose “Layer Mixing...”
from the “View” menu,
click !I or double-click
in the right column of the
“View Settings” dialog.

Prajsct I |
Project name Mew Project
Coordinate Spstem unknown
Resalution [unit] 1(Pxl)

Project Size 5814581 pikels

Image layer | TRe.| Tupe | whidth | Height | | |
indoBlue_itered tif 1P BBitursigred 581 581
indoGireen.tif 1P BBitunsigned 531 81

indoRed_filkered.tf 1Pl BBitunsigned 581 561

Thematic layer

Creats

Subset
selection

Llear Subset

x

Pixels =

Insett

Remove

Sort

0

Remave

ﬂ Sart

Cancel

¥/

TR 21
Image Laver R|G|B
indoBlue_filtered tif L]
indoGireen tif &}
indoRed_fitered tif O
Equalizing Er Shift
’7Linear[1 00%) vlml” - {d ~
¥ Auto update
Brevien | Cancel |

¥ Mo layer weights




Create image objects

The image shows a dense
tropical rain forest with
local clearcuts (pink) in
a mountainous region
(highly reflecting areas
appear very bright, radar
shadows appear dark)
with one major and seve-
ral smaller rivers running
through the scene. In this
example the focus lies on
the classification of the
major river.

1. Select “Multiresolution Segmentation...” from the “Segmentation” menu or click

| in the tool bar.

2. Since the blue and the red channels have been
used for segmentation (green channel: weight
segmentation parameters as shown below.

filtered, only the green channel will be
1; rest: weight 0). Therefore, edit the

. « » i i a 2
3. Click “Start. 21
Edit layer weighl Level
Layer name | Layer stddev. [ weight | enlie scane
indoB Le_fitered tif [Alias not assigned] [62.6) 00
indoGireen. i [Alias ot assigned] [75.8) 1.0 pirel level
indoRed_filkered.tf [Alias not assigned] [76.9] 0.0
Image layers Use aliasl™ Edit weights: |0

Scale parameter
13

Segmentation mode
’V Mormal 'I

Composition of homogeneity citeion ——————————————————————

Shape Factar —J— 0.1
[os -—J— 0.4

Compactness Smocthness

Dwerpite exsting level
Diagonal pixel neighbarhood

Use obsalets [V2 1) segmentation

i Referto
| Classification-Based [0 Level above €
| Level below i




4. The resulting segmented image (in object mean mode) is shown below.

Obtaining a general overview

1. Select “Feature View...”
from the “Tools” menu,
the “Toolbars & Dia-
logs” menu or click @
in the tool bar, if it is
not open yet.

2. Select the feature “Ob-
ject features > Layer
values > Mean > indo-
Green.tif.”

This feature is obviously
very useful for at least dis-
tinguishing the major river
from forest and clearcuts.

3. Move the mouse over
the river objects. You
will notice layer values well below 3.5.
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Creating the class river

ETEE— 1
1. Open the “Class Hierarchy” dialog (menu
item “Classification > Open Class Hierar-
chy...” or click Jf&] in the tool bar).

2. Right-click and choose “Insert Class” to
create the new class river.

Building a first class description for river

1. Open the class description dialog of the class river by double-clicking this class or
right-clicking on the class and choosing “edit class.”

2. Insert the feature
“Layer Values > Mean > Class Description
indoGreen.tif” into the
class description.

ohtained

and [min)

(8238 M c.an indoGreen. tif

., Inherited




3. Edit the pertinent membership function.

— Membership function HY
Ve s Coordinates
value
j' [
=
Mimimuim
valug 0

E 1.3 |2
it el el el
Left border Center paint Right border
Ertire range of values: [0...255]
Ui IHo unit 'I
river: “Mean indoGreen.tif”

Classifying the image

1. Choose “without class-related features” in the tool bar.

2. Click ‘m in the tool bar to start the classification.

Assessing the classification result

As you can see, the large river
has been entirely classified.
Some objects representing radar
shadows have also been assigned
to the class 7iver. In this examp-
le, it seems that spectral fea-
tures alone cannot successfully
distinguish the large river from
radar shadows.

Instead, the qualities of lengthy
objects such as rivers will be
used with the help of a sub-ob-
ject line analysis. As a first step,
this involves a further segmenta-

tion especially suitable for linear
objects. The so-called sub-object
line analysis segmentation mode
will be used to create sub-objects that can be used to apply specific line features based
on sub-objects for the class description.



Sub-object line analysis segmentation

1. Select “Multiresolution Segmentation...” from the “Segmentation” menu or click
»=| in the tool bar.

2. Select “Sub obj. line analysis” as the segmentation mode. Again, use only the green
channel for segmentation and set the other layer weights to 0 if necessary. Select
0.75 as “Scale Parameter.” Create the sub-objects on a new, lower level.

. « »
3. Click “Start. 21
E it layer weight Level
Layer name | Layer stddev. | weight | ertite scene
indoBlue_fikered tif [Alias not assigned] [E2.6] oo newt level
indalGresn tf [Aliss not assigned] [75.8) 10 level 1 -
indoPied_filtered tf [Alias not assigned] (7E.9) oo
pizel level
mage lapers Use Aliasl Edit weights: |1
Scale parameter Composition of homogeneity criterion: —————————————————————————
075
Shape Factor —J— 01
Segmentation mode
3 .—J— 0.4
-~ i Compactness Smoothness
[wenwrite existing lzvel 5| Referto————
Disgorsl pivel neighberhosd. T Dlassficetion Based [ Levelsboye €
Use ohsolete V2 1] segmentation [ Levelbeon €

Have a look at the result and
notice the new image objects
representing the river. The
form of their super-objects
was regarded during the seg-
mentation process.




Using line features based on sub-objects

By means of these line-oriented sub-objects it is possible to describe their super-objects
by special line features such as width, length and curvature.

Have a look at these features.

1. Navigate to image object level 2. “_|Leve|2 SR | &= = |

2. Select “Feature View...” from the “Tools” menu, the “Toolbars & Dialogs” menu or
click &, if it is not open yet.

3. Select any or all of the features “Object features > Shape > Line features based on
sub-objects” and have a look at the feature qualities for class distinction.

4. Notice that the large river can be distinguished very well from the radar shadow by
applying “Length/width (line so)” or “Length (line so).” For both features, the river
is emphasized by high layer values. Move your mouse pointer over the image below
and you will notice that “Length (line so)” is even better suited than “Length/width
(line so).”

“Length (line so)” “Length/width (line so)”



Completing the class river

Use the line feature “Length (line s0)” to complete the class description of river.

1. Open the “Class Hierarchy” editor (menu item “Classification > Open Class Hierar-

chy...” or click [&)).

2. Open the “Class De-
scription” dialog of the
class river by double-
clicking on this class or
choosing “Classification
> Edit Classes > Edit
Class” from the menu

bar.

. Insert the feature “Ob-
ject features > Shape >
Line features based on
sub-objects > Length
(line so)” into the class
description.

. Edit the appropriate
membership function
of “Length (line so)” as
follows:

Class Description HE

E
(Iriver

| —~ |

"Earent class for displa

Iriver

odifier
=l ‘ ’7 ™ Abstract ™ Inactive

Al | ® Contained | ", Inheritedl
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e |
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54.01408451 /0.23
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;I |283

£
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b
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walue 00
[+ |50 |55
o] ] EiES
Left border LCenter point Bight border
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Final classification

1. Change to level 2 in the tool bar.

2. Choose “without class-related features.”

3. Click m in the tool bar to start the classification of level 2.

Look at the classification result below: As you can see, the class river has been assigned
completely and correctly. The classification result has been improved substantially.

The classification of this
image will not be continued
here. This example serves
merely to demonstrate how
to classify objects with a spe-
cific form, such as rivers, and
distinguish them from falsely
classified objects.

Summary

In this exercise we
* created a new class hierarchy,

¢ applied the sub-object line analysis segmentation mode to create line oriented sub-
objects,

¢ used line features based on these sub-objects to classify their super-objects.



Tour 5: Aerial Photo and Lidar Surface Model of
Odense [Denmark)

This exercise will demonstrate the ability of eCognition to work with a combination
of aerial photography and a LIDAR surface model. Based on a simple class hierarchy,
high and low lying impervious areas, vegetation and the respective shadows will be
separated. Further, the use of customized features to improve a class hierarchy is de-
monstrated.

Loading the data
1. Start eCognition and open the import dialog by selecting “Project > New....”
The data to be loaded is an aerial photograph and a LIDAR surface model of the town

of Odense in Denmark. Take care that the three layers of the odense.tif files are first in
the sequence, so that the class hierarchy which is used addresses the right layer values.

Create New Project | 2=l

Project | |
Froject name Mew Project S;Ezﬁton
Coordinate System unknown
Fiesolution [unit) 0.4 [m)
Geocoding (Lower Left]  [587559.8 / 6140040.2) Clear Subzet |
Geocoding (Upper Right)  [BE796E.2 / 6140448.5) ]
Project Size 10211027 pisels Uit

|Meter3 v|
Imaae layer | | Fie.. | Type | Wi | He... | Geocoding [lower left] Inzert |
odenzetif [1] 04 m 8Bitunzigned 1021 1021 [BE7HE4.5 / E140040.2)
odenzectif (2] 04 m 8Bitunzigned 1021 1021 [B87HEA.8 / E140040.2] Remaxe |
odenzectif (3] 04 m 8Bitunzigned 1021 1021 [B87H53.8 / 6140040.2)
height. tif 04m 32Bitunzigned 1021 1021 [BE7RRI.8 ./ B140040.2) ;‘ it 1

2. After selecting the files and sorting them in the required order, select “Create” to
generate the new project.



Loading a protocol

Since the segmentation should be relatively clear by now and the focus for this guided
tour lies on other topics, the first steps are performed by a protocol.

1. Open the protocol editor by selecting “Protocol > Open Protocol Editor.”
2. Right-click the editor and select “Load Protocol.” The protocol is named

“odense.dpt.” It contains the segmentation, automatically loads a class hierarchy and
petforms the classification.

3. To execute the protocol, right- B
click the protocol editor and | Level | Parameters [
select “Execute” lél. e -=level 1 (28, 0.20, 0.30)

[& Load Class Hierarchy &l Levels  odense.dkb
P Classification Lewel 1
PL Classification Level 1 class-related, 2 cycles

Multiple window functionality

Since the view settings may vary depending on the last project which was edited in
eCognition, some of the actions described here may not be necessary.

1. To obtain a good overview of the first classification result, open three additional
windows, so that four windows are open. Then arrange them horizontally. To link
the zoom and pan functionality, select “Window > Link all Windows.”

2. Now each window can be fitted with its own view settings. Open the view settings
by selecting “Toolbars and Dialogs > View Settings” or clicking ) in the tool bar.
Since object outlines are used in the following settings, polygons have to be created
first in order to be able to display the outlines. Therefore, select “Polygons > Create
Polygons...” from the menu bar or click QI in the tool bar. To change the layer
mixing, select “View > Layer mixing...” from the menu bar or click LI in the tool
bar. To change the color of the outlines, open the “Edit Highlight Colors” dialog by
selecting “View > Edit Highlight Colors...” or click @I in the tool bar.

A good setting for the given example is as follows:



Window 1
Mode:

Layer:

Image data:

Outlines
Window 2
Mode:

Layer:

Image data:

Outlines
Window 3
Mode:

Layer:

Image data:

Outlines
Window 4
Mode:

Layer:

Image data:

Outlines

layer

image data > set the layer mixing to a three layer RGB mode
(“three layer mixing”) for odense.tif

pixel

off

layer

image data > set the layer mixing to a one layer mode (“one
layer gray”) for height.tif

pixel

off

layer

image data > odense.tif in a three layer RGB mode (“three
layer mixing”)

pixel

smoothed

classification

image data > odense.tif in a three layer RGB mode (“three
layer mixing”)

pixel

smoothed



If you have the “Image Object Information” dialog, the class hierarchy and the view

settings open, your screen should look like this:

Lol 1A IRV (2507 O v D64 e 6300 AgNGhB557

This way an extensive overview of the different input data as well as the classification
can be obtained.

Summary of the steps to take in this section:
* Open three additional windows

* Arrange the windows horizontally

* Link all windows

* Create polygons

* Open the class hierarchy, the image object information dialog and the
view settings

* Edit the view settings as described above



The class hierarchy

The class hierarchy uses a masking technique. First, shadows
@ :hadows vegetation
shadows building
it shadow

are separated from nonshadows. Then the nonshadowed areas
are distinguished into vegetation and nonvegetation. The

latter is separated into buildings and nonbuildings. Within
hat vegetaion
buildings
nat buildings

the shadows a further separation is made between vegetation

shadows and building shadows.

The setup of the class hierarchy and the features used to separate the classes are display-
ed below.

vegetation shadows

brightriess

To get an insight into how the different classes are distinguished, open them in the
class hierarchy and take a look at the contained expressions. Alternatively, the image
object information dialog can be used to get an overview of the features used.

Defining arithmetic features

The loaded class hierarchy is a clean and simple approach to the task. However in some
areas improvements can be made. One such area is the distinction of shadows cast by
buildings and the vegetation shadows. In the present form, the relative area of the sur-
rounding objects is used to determine the membership to the classes building shadows
and vegetation shadows. In some places this causes shadows cast by trees to be classified
as building shadows due to a high percentage of urban area in the surrounding.



The logic applied at the moment is “if an object classified as shadow is surrounded
sufficiently by objects classified as building, it should be classified as building shadow.”
This rule takes into account only the relative area of neighbor objects classified as
building. It would be more accurate however to specify that all objects which are more
surrounded by buildings than by vegetation are to be classified as building shadows.
Therefore, a new feature is created which evaluates both the relative area of buildings
and of vegetation. This is done with the help of the “Customize Features” editor.

1. Open the dialog by selecting “Tools > Customize Features...” or using the respective

button &l from the tool bar.

2. Insert a name into the feature name window. In the example the feature is named
“rel area building — rel area vegetation.” This way the feature name already indicates
the performed arithmetics.

3. Define the function of the new feature by inserting first the feature “Rel. area of
building Neighbor-objects (50)” and then subtracting the feature “Rel. area of ve-
getation Neighbor-objects (50).” As you can see, the features used have the number
50 attached in brackets. This indicates that the relative area of all objects within the
radius of 50 pixels from the respective object is used. When a new project is started,
those features exist only with no radius (0) defined. To change this radius, right-click
the feature in the feature selection window, choose ,,Copy Feature® and edit the
number in the opening menu. The feature will be added to the list of features with
the new radius defined. It can then be included into the calculation by a double-

click.



Edit Customized Feature = 2x|
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Summary of the steps to take in this section:
* Open the dialog “Customize Features”
* Name the feature

* Define the radius for the features “Rel. area of building neighbor objects” and “Rel.
area of vegetation neighbor objects” as 50.

* Insert the feature “Rel. area of building neighbor objects (50)”
¢ Insert a minus sign

* Insert the feature “Rel. area of vegetation neighbor objects (50)”

Adding the feature to the class building shadow

4. Now apply the new feature to the class building shadow:. open the class description,
delete the feature “Rel. area of building neighbor objects (120)” by right-clicking it
and selecting “delete” and insert the feature “rel area building — rel area vegetation”
instead. This feature is listed under “Class-related features > Customized.” The left
and right border values can be defined with —0.4 and 0.1 respectively.
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If only this feature is used, some il Hamin =]

caused by buildings are misclassified.

This can be avoided by adding the ( Aol O Aol O

feature “Rel. border to building
neighbor objects.” The goal is to
have all objects which are either sur-
rounded by a higher portion of buil-
dings than vegetation or all which PR
have a high relative border to buil-

shadows which are highly surroun-
ded by vegetation but nevertheless ‘

dings classified as building shadows. 5] [

This can be done as follows:

5. Add the feature “Rel. border to
building Neighbor-objects” with
the border values 0.001 and
0.002 and change the and(min)
operator into or(max).

| Membership Function

Class Description HE

]

| — R

ﬁ rel area roof - rel area vegetation
¥ Rel. border to building Neighbor-objects




6. If you perform another classification, you will see that the distinction of the shadows

was improved.

Summary of the steps to take in this section:

* Open the class building shadow

¢ Insert the newly created feature “rel. area building — rel. area vegetation”
* Define the left and right border values with —0.4 and 0.1 respectively

* Insert the feature “Rel. border to building neighbor objects”

* Define the left and right border values with 0.001 and 0.002 respectively

* Change the and(min) operator into or(max) by right-click and selecting “Edit Expres-
sion”

To check whether your results correspond to the description, load the project
“odense.dpr”



Defining relational features

The differentiation of the shadow was improved. Nevertheless there are still further
improvements to be made. At the moment all shadows which are cast by buildings are

uniformly classified as building shadows. Here a further separation into shadows which

have the same height as the buildings and shadows which have a lower height is desi-
red. This way shadows which are on the buildings and therefore part of the building,
can be identified as such.

The feature required to define whether an object has the same elevation as the surroun-

ding buildings can be easily generated by the “Create Customized Feature” dialog.

1.

Open the dialog by selecting “Tools > Customize Features...” or using the respective
button from the tool bar &I Select “Relational” to get to the definition of relatio-
nal features. In the relational features register you can create features which compare
an object’s feature to the features of other objects. You can refer to surrounding
objects as well as to sub-objects. Furthermore, you can compare an object’s feature
to either all surrounding (or sub-) objects or to surrounding (or sub-) objects of a
certain class.

. Define the name of the new feature in the “Feature name” line. The relational func-

tion determines what kind of relation is used. In this case the mean difference to
neighbor object is needed. Therefore, select “neighbors” and “Mean difference” in
the “Relational function” dialog. The distance should be set to 50. This way all ob-
jects within a distance of 50 pixels will be included in the calculation.

. Select the feature “Mean height.tif” from the “Feature Selection” and the class

building from the “Class Selection.” Select “OK” to accept the settings for the new
feature. This newly defined feature can be explained as follows. For each object the
mean difference of its mean value in the height.tif layer is calculated to the mean
value in the height.tif layer of all objects of the class building within a radius of 50
pixels. In other words, for each object its difference in height to the surrounding ob-
ject of the class building is calculated.
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Summary of the steps to take in this section:
¢ Open the dialog “Customize Features > Relational”
* Name the feature

»

* Define the parameters in “Relational function”

“neighbors,
“Distance 50”)

“Mean difference,”

* Select the feature “Object features > Mean > height.tif” in the “Feature Selection”

* Select the class building in the “Class Selection”

Adding the new classes to the class hierarchy

After the new feature is defined, two new classes can be added to further define the
class building shadow. Those classes could be called elevated to describe shadows which

are the same height as the buildings, and /ow to describe the shadows besides the buil-
dings.



4. Define those classes as child classes of building shadow in the inheritance hierarchy.

In the groups hierarchy, it makes sense to define the class elevated as a child class of
building. This way, the fact that elevated shadows are a part of the buildings is conside-

red.

shadow

@ vegetation shadow
building shadow
@ low

elevated

niot shadow

{2 wegetation

nat vegetation

@ tuilding

not building

shadow
wegetation shadow
building shadow
@ low

not shadow

() vegetation

not vegetation
@ not buiding

4 | » | Inheritance & Groups a Structure

<|>| Inheritance 5 Groups 4 Structure

5. Insert the newly generated feature
into the class elevated. The feature
range can be determined with -3.5
and -2.5 as left and right border
values with an ascending slope.

6. To make sure only shadows which
are part of buildings are covered
by this class and not also shadows
on treetops, for example, the addi-
tional feature “Border to building
neighbor objects” has to be added.
The left and right border values
can be determined as 0 and 1 with
an ascending slope.

The class low can be defined with an inverted similarity to the class elevated.
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If you then perform another classification with class-related features, the differentiation
of shadows is further improved.

Summary of the steps to take in this section:

¢ Add two new classes, elevated and low

* Define those classes as child classes of building shadow in the inheritance hierarchy
* Define the class elevated as child class of building in the groups hierarchy.

* Insert the newly created feature into the class elevated

* Define the left and right border values with —3.5 and —2.5 respectively

* Insert the feature “Border to building neighbor objects” into the class elevated

* Define the left and right border values with 0 and 1 respectively

* Insert an inverted similarity to the class elevated into the class low

¢ Perform another classification with class-related features



Performing a classification-based segmentation

The last step will be to create a new level of objects based on the achieved classification
results. The goal is to merge all objects which are buildings as well as all those which
represent other classes. To define which objects are merged, structure groups have to be

defined.

1. Switch to “Structure” in the class
hierarchy and take a look at the set-

tings. As you can see, the classes have E- = Avalable Classes

already been arranged in structure 5@ notshadow
' haot wegetation

groups. Objects of classes which are
in one structure group will be treated ;

Mew Structure Group
Structure Group 1

& low

similarly in a subsequent classificati-
on-based segmentation. This means
that if a new level is generated using

@ veoetation shadow
Stucture Group 2

@ buiding

classification-based segmentation, ob-
jects classified as classes which belong

to one structure group will be mer-
ged. Currently, objects which do not
represent buildings are gathered in
structure group 1 and objects which
represent buildings are gathered in
structure group 2.

<| >| Inheritance Groups » Structure

2. Now add the class elevated to struc-

ture group 2 and the class low to
structure group 1.

3. Now select “Segmentation > Classification-based Segmentation” EI from the menu
and select “Create new level merging objects in selected level.” The new level is now
created. This new level contains objects which have been generated based on the
classification. Those objects have not been classified yet, therefore, they do not ap-
pear in class colors.

To classify the new level, different classes are required, since the objects and therefore
also their features have changed considerably.

4. To facilitate the process, simply load a class hierarchy which is created for a two level
object hierarchy and contains the suited classes. Load the class hierarchy “denmark_
2level.dkb” and perform a classification of level 2 with class-related features.
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Summary of the steps to take in this section:

* Switch to “Structure” in the class hierarchy to view the structure settings
* Add the class elevated to the structure group 2
* Add the class low to the structure group 1

* Open the “Classification-based Segmentation” dialog and select “Create new level
merging objects in selected level”

¢ Load the class “denmark_2level.dkb”

¢ Classify first levell and then level2



Summary

In this exercise the following topics were discussed:

* Loading and displaying image data

* Multiwindow functionality

* Defining and using arithmetic features

* Defining and using relational features

* Performing a classification-based segmentation

Congratulations! You have finished the fifth and final guided tour of the eCognition
user guide. If you had difficulties while working through any of them, do not hesitate
to try again. The guided tours cover substantial features of the eCognition software for
handling and classifying images. The different approaches to image analysis problems

always come in handy, so repeating them in order to refresh your memory or to master
the techniques is recommended.
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